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INTRODUCTION

Among logistics organizations, frequent turn-
over is a perennial concern (see Richardson, 
1989) because high rates of turnover severely 
restrict a logistics organization’s ability to main-
tain often continuous operations. And due to the 
nature of the work itself, turnover rates in logis-
tics related occupations can be quite substantial. 
For example, Keller and Ozment (1999) reported 
the average turnover among transport drivers as 
100%, and many turnover rates as high as 300% 
have been reported. Among warehousing indus-
try workers the average rate of turnover can also 
be excessively high (see Gooley, 2001; Mullins, 
2002). 

Given that the excessive rate of turnover in logis-
tics related jobs has been a long standing issue, 
and because the number of workers in the trans-
portation and warehouse industry is expected to 
increase by 11% over the next decade (U.S. De-

partment of Labor, 2009) it is surprising at how 
little research has been conducted to investigate 
its antecedents. Furthermore, of those studies 
that have been conducted in the past decade, the 
vast majority had focused almost exclusively on 
the factors contributing to turnover of trucking 
and logistics management personnel (Autry & 
Daugherty, 2003). This is unfortunate in that a 
significant proportion of the logistics industry 
workforce had been all but ignored until Autry 
et al., (2003) initially examined the influences 
of turnover and coping among warehouse dis-
tribution workers. In their study, relationships 
between both cognitive and affective dimensions 
of person-organization ‘fit’ with job satisfaction, 
intention to quit, and coping were examined. 
The key findings in the author’s study were those 
workers’ expectations about the agreement be-
tween their perceptions and the characteristics 
of their company and their supervisor influenced 
their job satisfaction. Increased job satisfaction 

Intention to Quit Among Warehouse Workers:  
An Extension of Past Research in  
A Unique Organizational Setting

Jeremy Stafford, Ph.D.
University of North Alabama 

Florence, Alabama
Jana Beaver, Ph.D.

University of North Alabama 
Florence, Alabama

ABSTRACT
Logistics organizations frequently experience high levels of turnover among various occupational 
groups within the industry. Until recently, the vast majority of the turnover research had focused 
on intention to quit among material transport workers, but had all but ignored material handling 
personnel. Of the studies that were conducted, variables predicting various satisfaction dimensions 
and intention to quit were examined either within a narrow person-organization fit or broad-based 
demographic, organizational, occupational, and individual framework. Furthermore, the findings 
in each of these studies reflected the aggregated scores of worker attitude surveys from multiple orga-
nizations spread out across multiple states and even geographic regions. The current study examined 
the combined influence of person-organization fit and demographic variables on intention to quit 
among warehouse workers (N = 134) from a single logistics operation, and examined the influence 
of previously untested predictor variables. Results observed partial support for previous findings, 
and provided new insights into intention to quit among an occupational group that continues to be 
overlooked by organizational behavior researchers. 
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among employees was also associated with more 
positive behavioral intentions such as decreased 
intention to quit and absenteeism, and increased 
work effort and willingness to seek additional 
training.

Despite the call for more research by Autry et 
al., (2003), an exhaustive search of current litera-
ture on the ABI/Inform database yielded only 
one published study that examined turnover 
influence of warehouse workers since Autry et 
al., (2003). Specifically, Min (2009) examined 
broad-based relationships between demograph-
ic, organizational, occupational, and individual 
variables and attitudes towards, job alternative, 
job satisfaction, and turnover. While each of 
these studies represented significant initial steps 
towards understanding and predicting turn-
over intention among warehouse workers, each 
of these studies employed aggregated survey re-
sponse data of warehouse workers from a num-
ber of different organizations spread out among 
various states and even geographic regions. Pre-
sumably, each of the host organizations in these 
authors’ studies would have shared a host of simi-
larities; however, they would also be expected to 
have had differences in culture, demographics, 
policies, and external influences such as the local 
labor market and cost of living etc. Thus, while 
the results of these authors’ studies represent a 
significant contribution to a severely underdevel-
oped body of knowledge, generalizing the prac-
tical implications of the results to an individual 
logistics organization is difficult at best. 

As such, the aims of the current study were two-
fold. First, the primary intent of the current study 
was to add to the body of knowledge by replicat-
ing in part key aspects of Autry et al., (2003) and 
Min’s (2009) research, but within a specific logis-
tics organization. The other aim was to introduce 
two previously untested independent variables 
(i.e., employment history and perceived organi-
zational support) into the framework for predict-
ing intention to quit among warehouse workers.

STUDY VARIABLES AND HYPOTHESES

As previously noted, the current research was un-
dertaken to replicate key aspects of both Autry 
& Daugherty (2003) and Min’s (2009) studies in 
a unique organizational setting, to include pre-

viously untested predictor variables, and to ad-
dress the call for more research by Min (2009). 
An overall summary of the current research and 
hypothesized relationships is shown in Figure 1.  

Employment History and Gender

When assessing relationships among worker at-
titudes and behavioral outcomes in formal re-
search, inclusion of some form of biodata in the 
analysis is commonly seen. Specifically, biodata 
such as employment history has long been viewed 
as a salient predictor of organizational behavior 
and outcomes, and has demonstrated its predic-
tive ability in numerous individual (e.g., Harold, 
MacFarland, & Weekley, 2006; Schoenfeldt, 
1999) and meta-analyses (e.g., Schmidt & Hunt-
er, 1998). This is primarily because the underly-
ing theory of biodata is that the best predictor 
of future behavior is past behavior. While Min’s 
(2009) study included an occupational variable 
(i.e., work experience), Autry and Daugherty 
(2003) did not. We therefore felt that any replica-
tion of these studies should include some form of 
biodata, particularly variables that may influence 
turnover intention. 

After a thorough review of the body of employee 
turnover research, and considering the charac-
teristics of the host organization in the current 
study, we decided to include worker employ-
ment history as opposed to Min’s (2009) ‘work 
experience’ as the primary occupational variable. 
Ghiselli (1974) and Veiga (1981) noted that for 
many individuals in traditionally high turnover 
industries, intentions among workers to remain 
with a current job for only a limited amount of 
time may be the result of conscious decisions mo-
tivated by a general wanderlust. Ghiselli (1974, 
pg. 81) even went so far as to coin the term the 
“hobo syndrome”. More recent studies have fo-
cused on what has become to be known as a 
‘turnover culture’ (e.g., Abelson, 1993; Iverson & 
Deery, 1997) where the underlying motivation is 
that individuals believe their commitment to an 
employer is primarily normative, and in general 
lacks any affective attachment. 

Normative commitment, as opposed to either af-
fective or continuous commitment (see Meyer, 
Allen, & Smith, 1993), may also be common 
among those that believe that upward mobility 

requires continuous and strategic job hopping in 
order to take advantage of increasing opportuni-
ties, experience, and pay. Others may believe that 
all the work that is available to them is generally 
the same and the only way to satisfy their need 
for job variety and change during their career is 
to move from one job to another as their current 
position becomes stale and routine. In either case, 
individuals may not enter into a new job with an 
intention to remain with a particular employer 
for an indefinite period of time. 

In fact, many of these individuals may enter into 
a new job only to begin searching for a new one 
shortly afterwards. On the other hand, many of 
those already in a job quit the job before securing 
another (Chew, 1996), ostensibly under the as-
sumption that there are always going to be avail-
able alternatives (e.g., Lee, Mitchell, Holtom, 
McDaniel, & Hill, 1999; Price & Mueller, 1986). 
Therefore, we generalized these findings to the 
current study and proposed that the number of 
jobs held by an employee over a three year time 
period prior to employment with the host orga-
nization in the current study would be an impor-
tant predictor of intention to quit. 

H1:	 The number of previously held jobs 
(over a 3 year period prior to employ-
ment with the current organization) 
by workers will be positively related 
to their intention to quit.

Finally, Min (2009) suggested that future stud-
ies should examine the influence of demographic 
variables such as age and gender. In his study, 
Min (2009) observed partial support for worker 
experience as an influence on intention to quit 
in that some warehouse jobs, worker experience 
was negatively related (i.e., forklift operators and 
pickers) to intention to quit and others (i.e., direc-
tors and supervisors) were not. However, worker 
age and gender were not assessed as predictors of 
intention to quit in either his or the Autry et al., 
(2003) study. In response to the call for more re-
search on the influence of demographic variables, 
the current study included both age and gender as 
predictors of intention to quit among warehouse 
workers. Specifically, we suspected that older 
workers would be less prone to quit their current 
job because of the potential loss of seniority sta-
tus which is often a consideration for more desir-
able job assignments and compensation.

*Variables suggested by Min (2009) 
** Previously untested variable 

 *Alternate variables for (Autry & Daugherty, 2003) 
** Variable previously untested 
 

Demographic Variables 
Age*
Gender*
Employment History** 

Satisfaction Variables 
Supervisor Satisfaction* 
Coworker Satisfaction* 
Workload Satisfaction** 
Perceived Organizational 
Support**

 

Warehouse Worker 
Intention to Quit 

(Autry et. al, 2003; Min, 2009) 

Figure 1 
Hypothesized Model and Variables in the Current Study
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H2:	 Worker age will be negatively related 
to their intention to quit.

Regarding gender, we were unable to find an 
established theory or published study to use for 
guidance on how gender might influence inten-
tion to quit specifically among warehouse work-
ers. However, two studies were found that pro-
vided some indication of what the nature of the 
relationship might be between gender and work-
ers in low paying labor intensive occupations such 
as warehouse operations. Huang, Lin, & Chuang 
(2006) hypothesized that male workers of a Tai-
wanese construction company would retain their 
jobs longer than females; however the results ob-
served contradicted their hypothesis (i.e., females 
stayed longer). Also, in a study of part-time work-
ers in a hospital setting where females were sub-
stantially more represented than males, Sightler 
and Adams (1999) found that males were more 
likely to leave. Thus, given what scant empirical 
guidance was available, we adopted a general hy-
pothesis that male warehouse workers would be 
more likely to quit than females. 

H3:	 Male workers will have higher inten-
tion to quit than female workers. 

Supervisor, Coworker, and  
Workload Satisfaction

While both Autry et al., (2003) and Min (2009) 
both included organizational variables in their 
studies, the nature of those variables was substan-
tively different. Specifically, Min (2009) concep-
tualized organizational influence as being related 
to the size of the workforce, the physical layout of 
the operations facility, and the atmosphere of the 
work environment. On the other hand, Autry et 
al., (2003) conceptualized organizational influ-
ence as being related to worker perceptions of fit 
with supervision, coworkers, and the organiza-
tion itself. The current study also focused on ex-
amining the influence of specific organizational 
variables on turnover intention; however, given 
that intention to quit is primarily an attitudinal 
construct, we adopted the general view of Autry 
et al., (2003) and examined worker satisfaction 
with supervisors, coworkers, and the work itself.

Job satisfaction has long been associated with 
a worker’s overall positive mood (see George & 
Brief, 1992) and attitude towards their job (Witt, 

1991). Previous research has shown outcomes 
such as overall job satisfaction and intention to 
quit to be influenced by attitudinal factors such 
as satisfaction with supervision (e.g. Dutton, 
Dukerich, & Harquail, 1994; Kottke & Shara-
finski, 1988; Levinson, 1965, Raabe & Beehr, 
2003) and relationships with coworkers (Raabe 
et al., 2003). More recently, Cullen, Silverstein, 
and Foley (2008) noted a positive relationship 
between the amount of physical work performed 
and burnout, and a negative relationship between 
workload and job satisfaction. Thus, because the 
nature of warehouse work is highly labor inten-
sive, and unlike both Autry et al., (2003) and 
Min (2009), we included workload satisfaction as 
a central predictor variable in the current study.

H4:	 Worker satisfaction with supervisor 
will be negatively related to intention 
to quit. 

H5:	 Worker satisfaction with coworkers 
will be negatively related to intention 
to quit. 

H6:	 Worker satisfaction with workload 
requirements will be negatively re-
lated to intention to quit.

Perceived Organizational Support

Finally, we felt that the “family friendly atmo-
sphere” of Min’s (2009, p. 385) conceptualization 
was more useful for understanding the influence 
of intention to quit than the conceptualization 
of Autry et al., (2003) regarding cognitive and af-
fective assessment of company ‘fit’.  However, we 
also felt that Min’s (2009) conceptualization was 
too broad for it to have practical utility, particu-
larly when turnover intention among warehouse 
workers had been shown to have both cognitive 
and affective influence (Autry et al., 2003). We 
also felt that the characteristics of the host orga-
nization used in this study were not represented 
adequately by this view. Thus, we incorporated 
the general view of organizational culture in the 
current study, but felt that the ‘perceived orga-
nizational support’ construct would be a more 
appropriate organizational influence variable for 
an examination of worker attitudes when those 
workers were all from the same organization.

Perceived organizational support (POS) is a well 
established construct in organizational behavior 
research as it has demonstrated high internal reli-
ability (see Eisenberger, Huntington, Hutchison, 
& Sowa, 1986) and is related to, yet independent 
of, constructs such as affective organizational 
commitment (e.g., Eisenberger et. al, 1986; Set-
toon, Bennett, & Liden, 1996; Rhoades, Eisen-
berger, & Armelli, 2001; Shore, McFarlane, & 
Sandy, 1993) and continuance commitment 
(Shore et al., 1993). Furthermore, according to 
Rhoades and Eisenberger (2002), workers who 
have an emotional investment in their organiza-
tion tend to have less intention to quit and are 
less prone to demonstrate negative organizational 
behaviors in general. Such emotional investment 
in the organization to a large degree comes from 
the mutual exchange of valued resources, assets, 
and effort between the worker and the employer. 
These authors also noted that when a worker puts 
forth effort and organizational citizenship, they 
expect the employer to reciprocate by (among 
others) rewarding increased productivity and to 
demonstrate a concern for their personal well 
being. Thus, we felt that the POS construct was 
conceptually a better choice for predicting inten-
tion to quit than the company-related person-or-
ganization fit dimension used in the Autry et al., 
(2003) study or the workplace atmosphere view 
of Min (2009).

H7:	 Perceived organizational support will 
be negatively related to employees’ in-
tention to quit.

METHODOLOGY

Setting and sample

Participants for this study (N = 134) consisted 
of warehouse operations workers employed by 
a large national retail warehouse and distribu-
tion facility located in the southeastern United 
States. This organization was experiencing a 
turnover rate well above 90%, and the average 
time a new worker remained with the organiza-
tion before quitting was less than 3 months. In 
addition, workers used in the current study were 
assigned to one of three operational units includ-
ing order filling, stocking, and shipping. In terms 
of the work volume, environmental conditions, 

materials, data, and physical requirements neces-
sary for successful job performance, there were 
no real differences between either of these units. 
The hourly rate of pay offered by the host orga-
nization was approximately $1.50 per hour less 
than the offerings of other organizations in the 
area for similar jobs. 

Despite the relatively lower pay, the host orga-
nization did offer an employee benefits package 
that was considerably more comprehensive than 
what was offered by other area organizations; 
however, every new employee was required to 
complete a 90-day probationary period before 
being eligible for the benefits. It is also important 
to note that the data in this study were obtained 
prior to the global economic instability that re-
sulted in significant downsizing and job losses in 
many industries and in the region in which this 
company operates. Therefore, it is highly unlikely 
that there were any external threats to the valid-
ity of the results of this study.

Participants (N = 134) were twenty-six percent 
male and seventy-four percent female with an av-
erage age of 33 years. Workers reported that they 
had held an average of 1.7 jobs in the 3 years prior 
to being hired by the employer.

Procedure

Workers of the host warehouse facility (N = 134) 
were asked to complete the survey and were in-
formed that their participation was voluntary, 
and that no compensation, rewards, or prefer-
ential treatment would be offered as a result of 
their participation. All participants were pro-
vided with an information disclosure statement 
that contained contact information for the lead 
researcher, a statement about the purpose of the 
survey, and an assurance that the information 
they provided would remain completely confi-
dential. Participants were given thirty minutes to 
complete the survey during their scheduled work 
shift.

Measures

Intention to quit. A 2-item scale used in prior re-
search (Firth, Mellor, Moore, & Loquet, 2004; 
Siong, Mellor, Moore, & Firth, 2006) was used in 
the current study to assess worker quitting inten-
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tion. These items were “How often do you think of 
leaving your present job? “and “How likely are you 
to look for a new job within the next year?” Firth 
et al., (2004) observed an internal reliability esti-
mate for the 2-item scale of α = .75 whereas Siong 
et al., (2006) reported a reliability estimate of α 
= .90. Cronbach’s alpha for the worker sample in 
this study was α = .82.

Previous employment. Participants reported 
number of jobs held in a 3-year period prior to 
working for the organization in this study. No 
distinction was made between full or part-time 
status or job type.

Perceived organizational support. Three items 
from Rhoades and Eisenberger’s (2002) 8-item 
short-form measure of perceived organizational 
support were used in the current study. Cron-
bach’s alpha for the 3-item measure used in this 
study was α = .72.

Supervisor, coworker, and workload satisfaction. 
Twelve items from the Index of Organization-
al Reactions (Dunham, Smith, & Blackburn, 
1977) were used to measure specific dimen-
sions of overall job satisfaction. These included 
supervisor satisfaction (four items), satisfaction 
with coworkers (four items), and workload satis-
faction (four items). Previous studies using the 
IOR have reported internal reliability estimates 
for each of these scales ranging from .82 to .83 
(e.g., Covin, Sightler, Kolenko, & Tudor, 1996; 
McLain, 1995; Taylor, Tracy, Renard, Harrison, 
& Carroll, 1995). In this study, the Cronbach’s 
alpha for the supervisor, coworker, and workload 

satisfaction scales were α = .88, α = .78, α = .75 
(respectively).

RESULTS

Tests of Hypotheses

Hypotheses 1, 2, 4, 5, 6, and 7 were all tested 
using hierarchical regression. Hypothesis 3 was 
tested using a t-test. Variance inflation scores 
(VIFs) were also used to assess the degree of 
multicollinearity in the regression function. All 
variable VIF scores in this study fell below 1.64 
indicating that the coefficient tolerances were 
acceptable. Means, standard deviations, inter-
correlations, and coefficient alphas for the study 
variables are reported in Table 1. All multiple re-
gression analysis results are presented in Table 2.

Hypothesis 1 suggested that the number of jobs 
workers held over a 3 year period prior to secur-
ing their current position would be positively re-
lated to their intention to quit. This hypothesis 
was supported in that previous employment was 
positively related to intention to quit (β = .28, 
p < .05) for this sample. Hypothesis 2 predicted 
that worker age would be negatively related to 
intention to quit, and although the relationship 
was in the direction predicted, it failed to reach 
significance (β = -.01, p >.05). Therefore, the hy-
pothesis was not supported. 

Hypothesis 3 predicted that gender would influ-
ence the work relationship in that male workers 
would report greater intention to quit than fe-

males. Results showed that males (M = 6.5, SD = 
2.73) did in fact report a higher intention to quit 
than females (M = 5.3, SD = 2.76), t(152) = 2.32, 
p = .05. Thus, hypothesis 3 was supported.

Hypotheses 4 through 6 tested the relationships 
between supervisor, coworker, and workload sat-
isfaction (respectively) with intention to quit. 
Hypothesis 4 predicted that supervisor satisfac-
tion would be negatively related to intention 
to quit; however, the results observed for this 
sample (β = -.16, p > .05) did not support the hy-
pothesis. As predicted in hypothesis 5, coworker 
satisfaction was negatively related to intention to 
quit (β = -.19, p <.05). Hypothesis 6 stated that 
satisfaction with workload requirements will be 

negatively related to intention to quit. Based on 
the results observed (β = -.17, p <.05) this hy-
pothesis was supported.

Finally, hypothesis 7 examined the influence of 
perceived organizational support and, as predict-
ed, was shown to be negatively related to worker 
intention to quit (β = -.21, p < .00). 

DISCUSSION

It was previously noted that past research has 
shown that those who have a higher tendency to 
‘job hop’ may enter a new position predisposed 
to quit that position. The results observed in 
the current study for hypothesis 1 reflect previ-
ous findings, and provides sufficient evidence to 
conclude that such a phenomenon is prevalent 
among warehouse operations workers. 

While the results of the current study showed 
that male warehouse workers were more inclined 
to quit than female workers, the generalizability 
of these results may be severely limited due to the 
overwhelming majority of females in the sample. 
Similar sample composition and analysis results 
were observed by Sightler and Adams (1999), and 
these authors strongly cautioned against general-
izing the influence of gender on intention to quit 
under similar sample constraints. We share these 
authors’ concern and also caution against mak-
ing any specific inferences based on our results. 
Still, the fact that we observed a significant dif-
ference does warrant consideration and should be 
the primary focus a future study.

Why supervisor satisfaction was not related to 
intention to quit among workers was somewhat 
surprising, and may be the result of a chilling ef-
fect caused by organizational policy. Specifically, 
all workers were placed on probationary status 
(90 days) upon entering the organization. It may 
therefore have been that supervisors withheld 
their overt support for the workers until the pro-
bationary period was over. However, given that 
the average turnover occurred at less than 90 
days, the workers in the current study may have 
not been in the position long enough to have ob-
served or experienced a positive change in their 
supervisor’s outward attitudes and interest to-
wards them. In other words, supervisors may 
have initially taken a neutral approach towards 
relationship forming and supervision of workers 

Table 1 
Means, Standard Deviations, Intercorrelations, and Coefficient Alphas of Study Variables

Variable M SD 1 2 3 4 5 6 7  
1. Intention to quit   5.63   2.83 (.82)
2. Previous employment   1.70   1.63  .23**    (--)
3. Age 32.75 10.90 -.10  -.18** (--)  
4. Gender     .77     .42 -.13  -.19* .13     (--)
5. Supervisor satisfaction 12.31   2.14 -.42***    .04 .02 -.05 (.88)
6. Coworker satisfaction 13.10   2.13 -.48***  -.08 .10 -.02  .50***  (.78)
8. Workload satisfaction 13.23   2.72 -.48***  -.10 .04  .12  .39***   .49***  (.75)
7. Perceived org. support 12.79   3.11 -.55***  -.13 .04  .13  .43***   .43***   .51*** (.72)
Note. N = 134. Coefficient alphas are reported on the diagonal.

*p < .05, ** p < .01, ***p < .001

Table 2 
Results of  

Hierarchical Regression Analysis

Variable
Worker Sample  

(N = 134) 
β

Step 1: 
Age

Previous Employment 

                  -.01             

                   .28*
ΔR2 after Step 1                    .06*
Step 2:
Supervisor Satisfaction                  -.16
Coworker Satisfaction

Workload Satisfaction

                 -.19*

                 -.17*
ΔR2 after Step 2                   .32***
Step 3:
Perceived 
Organizational 
Support (POS)

                 -.21***

ΔR2 after Step 3                   .05***

Overall R2                   .43
Overall R2

Adj

Overall F

                  .40

              15.82***
Note. N = 134. β is the unstandardized 
regression coefficient. 

All β values are from the final model. All tests 
are two-tailed.  

* p < .05 *** p < .001
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until they had successfully made it through the 
probationary period. Thus, workers might have 
sought and received guidance and support from 
coworkers, in effect marginalizing the influence 
of their attitude towards their supervisor on their 
intention to quit. Future studies are therefore 
encouraged to investigate whether supervisors 
adopt a neutral position and attitude towards 
workers who are in a probationary employment 
status. 

The same line of reasoning that might explain 
the results observed for hypothesis 4 may also 
help explain results for hypothesis 5 which may 
have been due to the average length of time a new 
worker remained on the job, and the possibility 
that supervisors withheld meaningful interper-
sonal interaction until the probationary period 
had ended. It is therefore feasible that workers 
simply did not have enough time to form a satis-
faction judgment regarding their supervisor, but 
would not have been the case with coworkers. 
Finally, it should be pointed out that the results 
observed in the current study were contrary to 
those observed by Autry et al., (2003). As pre-
viously discussed, the primary rationale for the 
current study was to examine intention to quit 
among workers of a specific warehouse operation. 
Because Autry et al., (2003) used an aggregate of 
attitudinal data from workers from a number of 
different organizations. Thus, it is not surprising 
that the current study observed a different result.

Finally, the results of hypothesis 6 suggested that 
warehouse operations workers place some value 
on their relationship with the employer and have 
certain expectations that define that relation-
ship. Clearly, employer efforts to realize workers’ 
perceptions of organizational support (POS) are 
critical for reducing turnover. This brings to the 
fore an issue that many organizations struggle 
with and or may overlook. Specifically, organi-
zations must consider the central issues of how 
and when to communicate and demonstrate its 
support for workers. For example, organizational 
support expectations may be based on the work-
ers’ psychological contracts with the employer 
(see Aselage & Eisenberger, 2003; Rousseau, 
1989, 1990; Rousseau & McLean-Parks, 1993), 
their employment schema (see Rousseau, 2001), 
or information gleaned through employee refer-
rals. 

In any case, organizations often attempt to dem-
onstrate its support of workers through a variety 
of initiatives such as open door policies, career 
development programs, and reward and recogni-
tion ceremonies. However, managers and super-
visors should make efforts to communicate and 
demonstrate the organization’s support for work-
ers at each point of contact, not just during re-
cruitment and orientation. In addition, because 
turnover among warehouse and logistics workers 
is typically high, it is unlikely that variably sched-
uled worker reward and recognition events will 
have a positive influence on worker perceptions 
of organizational support simply because they 
might not be there to experience these events or 
take advantage of other programs.

Overall, the current study supported key relation-
ships identified by Autry and Daugherty (2003) 
and introduced a new predictor variable as an al-
ternative to company satisfaction, and responded 
to the call by Min (2009) for the inclusion of ad-
ditional demographic variables. The results of the 
current study also demonstrated the validity of 
a previously untested predictor variable and un-
derscored the need for future research to apply 
this line of research to individual organizations. 
Furthermore, despite the relatively few number 
of variables in the current study, a significant 
amount of variance in intention to quit was ex-
plained by the regression function (R2

adj = .40). 

LIMITATIONS

Because participants completed the survey dur-
ing their work day, the time available for data 
collection was limited. As such, all measures were 
collected at one time and therefore the possibil-
ity for common method bias must be considered. 
Also, because the survey was administered as 
part of a broader turnover study being conducted 
at the facility, workers may have been aware of 
the study and there was a potential for responder 
bias. 

CONCLUSIONS

Based on the results of this study, several sugges-
tions are offered for reducing worker intention 
to quit. First, recruiters and applicant screeners 
must continue to be aware of the potential for in-
creased turnover due to applicants’ work history. 

This is of particular relevance to organizations 
that must conduct their human resource plan-
ning within a limited or shallow labor pool. 

Second, supervisors and top management should 
take an active role in demonstrating the compa-
ny’s values through positive and meaningful in-
teractions with all workers. Third, workers must 
have the opportunity to be informed that their 
coworkers are doing a good job and are a posi-
tive benefit to the company as a whole, even if 
the employee may not know the coworker(s) per-
sonally. Formal recognition programs of worker 
effort and achievement such as awards ceremo-
nies and individual recognition during all-hands 
meetings are recommended. In addition, workers 
must be provided with opportunities to socialize, 
and be encouraged to do so. These are especially 
important for organizations seeking to promote 
and reinforce a team-oriented workforce in a 
high turnover environment. 

Lastly, logistics organizations must take steps to 
ensure that organizational support is communi-
cated and reinforced during the recruitment, hir-
ing, initial socialization, and all phases of work-
ers’ employment. This may be most effectively 
achieved by incorporating some form of realistic 
job preview into the applicant screening or initial 
interview process in order to initially clarify ap-
plicants’ expectations of the employee-employer 
relationship, the company, and the work itself. If 
applicants are left to form expectations on their 
own, they may become more motivated towards 
intention to quit and absenteeism as they com-
pare and contrast the expectations they develop 
during their entry into the organization to what 
they actually observe and experience once on the 
job. 
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INTRODUCTION

The functionality and usefulness of Information 
Technology (IT) in organizations is multifacet-
ed. IT is responsible for the creation, acquisition, 
planning, implementation, operation, and main-
tenance of all the organization’s systems includ-
ing software, databases, hardware, networks, and 
data management. IT usually provides needed 
information for the decision–making process in 
organizations and adopts a support role for the 
day-to-day operations of the business including 
external customers or internal customers such 
as the sales and finance functional units. It is 
through the strategic use of IT that business op-
erations can improve efficiency and effectiveness 
and ultimately enhance the organization’s com-
petitive advantage. Clearly, the power of IT must 
be used to support an organization’s corporate 
strategy (Lai & Mahapatra, 2004). 

Organizations may utilize Information Technol-
ogy (IT) in different strategic ways based on their 
goals. For example, according to Easton (1988), 
the objective may be to reduce costs, improve 
productivity, improve support, or enhance the 
organization. Cost savings may mean the need 
for less people to do the same work or ability to 
create and store documents digitally rather than 
in physical space. Improving productivity may 

mean improving software programs so they will 
run faster or by making systems more effective 
and less error-prone. Improved support involves 
improving the quality of information available 
for decision-making in support of meeting busi-
ness objectives. Enhancing the organization in-
volves the innovative use of IT in order to meet 
objectives or creating new objectives that were 
not possible before. Regardless of which is appro-
priate, these benefits of utilizing IT can be either 
tangible or intangible and indicate that the main 
areas of benefit are through either the optimi-
zation of resource usage or the enhancement of 
work (Easton, 1988).

Because it is so ingrained in all aspects of plan-
ning and achieving organizational strategic 
objectives, Information Technology (IT) must 
also be involved in all aspects of organizational 
change initiatives. There are multiple roles per-
formed by IT and IT personnel in organizational 
change. According to Lai & Mahapatra (2004), 
top IT management support must identify the 
strategic use of IT and manage resistance for 
the successful implementation of change initia-
tives. IT also plays a supportive role in the form 
of training and technical support in order to 
minimize resistance and facilitate the adoption 
of the new system or processes. Another role in-
volves the formulation of strategies to improve 
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the use of resources, identifying the strategic use 
of IT, and the integration of an IT plan with the 
business plan. Because technology changes rap-
idly, technical skills have to be kept current, thus 
one of the roles within IT is for management to 
choose staff that is competent and to retrain IT 
employees as needed. Another role of IT is to 
provide technical support to users and take steps 
to make sure the relationship between IT and us-
ers is positive so that the overall environment is 
positive, which will ultimately lower resistance. 
Finally, one of the more important roles of IT 
and IT personnel involves the IT infrastructure. 
The effectiveness and efficiency of the systems, 
networks, hardware, and software must be moni-
tored, maintained, and periodically improved. 
Software and hardware must be upgraded in 
order to have the needed IT infrastructure to 
remain functional and competitive (Lai & Ma-
hapatra, 2004). 

Information Technology (IT) is related to or-
ganizational change in two fundamental ways. 
There are organizational change initiatives that 
are considered IT-specific projects and then there 
are those projects that are not specific to IT, but 
must involve IT in order to be successful. On a 
smaller scale, continuous improvement of busi-
ness processes to reduce costs or increase effi-
ciency in order to remain competitive requires 
continuous evaluation of the current systems 
and potentially may require modifications or up-
grades. In addition, examples of smaller IT-spe-
cific change projects may include the upgrade of 
hardware across the organization or the need to 
create new software programs in order to handle 
the specific needs of a customer. 

Any major organizational change will obviously 
also involve Information Technology (IT). For 
example, a major business process re-engineering 
project will heavily involve IT as would a project 
to add a new operations facility. A merger or ac-
quisition will likely call for the evaluation of the 
current IT infrastructure of both organizations 
for a potential consolidation of systems. In this 
case, because many major change initiatives can 
occur in stages, the IT portion of the merger may 
be treated as its own IT change project occurring 
after the physical merger has been completed. 
Other IT-specific major change initiatives might 
include an Enterprise Resource Planning (ERP) 

project, an infrastructure change, a total system 
conversion, the addition of business intelligence 
and data warehousing, or the creation of a disas-
ter recovery system. Regardless of the type of IT 
change, leaders will likely encounter some form 
of resistance. Whether originating from the end-
users or management, leaders will need to deal 
with resistance as effectively as possible.

RESISTANCE IN IT  
ORGANIZATIONAL CHANGE

Resistance related to Information Technology 
(IT) organizational change occurs for many of 
the same reasons as organizational change in gen-
eral. As Lawrence (1954) argued, what employees 
usually resist is not the technical change itself, 
rather its social change such as a loss or alteration 
in their relationships. “Changing mindsets and 
behavior are clearly more difficult than altering 
structures and systems” (Dampney, McGrath, & 
More, 1998, p. 109). In IT organizational change, 
some of the potential outcomes of importance 
to employees or stakeholders include pay, work-
ing conditions, power, involvement, satisfaction, 
challenge, status, recognition, the ability to uti-
lize or increase skills, security, and so on. Any 
of these outcomes can be used as an indication 
of employees who may resist change. Thus, part 
of the challenge of managing resistance is in the 
change leader’s ability to determine which out-
comes are important to the stakeholders involved 
(Hayes, 2002). 

The first reason for employee resistance, accord-
ing to Kotter and Schlesinger (1979, 2008), is pa-
rochial self-interest or the fear of a loss of some-
thing of value. In IT organizational change, new 
automation may cause employees to fear the loss 
of their job. Added efficiency may mean less peo-
ple are required for the job causing them to have 
to move to another position. Added efficiency 
may also present a threat of higher quotas or ex-
pectations from management. Employees may be 
unsure whether they will be able to learn the new 
technology, which could potentially result in a 
loss of status or lowered performance apprais-
als. Additionally, if they suspect change efforts 
are a result of problems with the organization, 
employees may feel vulnerable and “a loss of per-
sonal control over important things like job secu-
rity” (Austin, Reichers, & Wanous, 1997, p. 50). 

At the manager or supervisor level, IT changes 
may represent change in the status quo, which 
may cause them to voice opposition or procrasti-
nate in their participation in the process. In ad-
dition, managers may be concerned with how the 
changes affect them over the needs of the organi-
zation and thus, act politically in either loud and 
vehement or subtle ways.

The second reason for employee resistance, ac-
cording to Kotter and Schlesinger (1979, 2008), 
is misunderstanding and lack of trust. Employees 
who are confused and do not understand the rea-
son for IT change or its implications to the orga-
nization’s future may resist learning or using the 
new technology (Austin, et al., 1997). Employees 
who do not completely understand the potential 
benefits of the changes to their job may resist. 
Additionally, an organization’s history of failed 
change may cause employees to be cynical and 
doubt the likelihood of future success (Austin, et 
al., 1997). If an organization has had major job or 
personal changes associated with major historical 
IT change initiatives, then employees will likely 
resist due to a lack of trust and anticipated nega-
tive actions. 

The third reason for employee resistance, accord-
ing to Kotter and Schlesinger (1979, 2008), is a 
low tolerance for change. Many times employees 
develop habits and find it hard to change them. 
Employees who are accustomed to specific sys-
tems or to doing work in a manual manner may 
be afraid that they cannot develop the new skills 
needed after implementation. Employees may 
feel that they are losing control of their processes 
and the IT change will “devalue tried-and-true 
practices or years of personal investment and 
commitment to proven ways of doing things” 
(Dampney, et al., 1998, p. 109). In addition, if 
the IT change happens too quickly, the employee 
may be overwhelmed. 

The fourth reason for employee resistance, ac-
cording to Kotter and Schlesinger (1979, 2008), 
is differing assessments of the situation. Employ-
ees and management may have different percep-
tions of the costs and benefits resulting from the 
modification of the current systems or the addi-
tion of a new technology. Additionally, employ-
ees may feel that management does not have all 
the information or a good understanding of how 
the IT change will affect the employees or their 

job processes. In either case, employees may resist 
because they feel the change is not in their own 
best interest or that of the organization.

DEALING WITH RESISTANCE

Kotter and Schlesinger (1979, 2008) also devel-
oped six main methods to deal with resistance. In 
practical terms, education and communication 
involves helping the stakeholders to understand 
the reason behind the Information Technology 
(IT) change which is especially relevant when 
there is a need for user buy-in. Participation and 
involvement involves utilizing the stakeholders in 
the process of IT change in order to facilitate the 
gathering of information or assistance in stages of 
the change initiative such as implementation and 
testing. This method is especially important for 
planning and design of new systems. Facilitation 
and support are an option when there are higher 
levels of fear and anxiety usually associated with 
IT changes that will greatly affect the employee’s 
job security. Negotiation and agreement usually 
involves the need for stakeholder acceptance and 
cooperation where there is a bargaining situation 
such as union contracts as an example. Manipu-
lation and co-option uses underhanded or ma-
nipulative methods to influence the stakehold-
ers. An example of this type of method might 
involve upper management making promises of 
promotions or pay raises upon successful techni-
cal implementation and the promises are never 
realized. Finally, explicit and implicit coercion 
involves the change leader threatening the stake-
holder in some way if there are signs of resistance 
(Kotter & Schlesinger, 1979, 2008).

Many times change leaders will have a favored 
method to deal with resistance regardless of the 
size and scope of the change. However, Kotter 
and Schlesinger (2008) argued that managers 
should create a strategic plan for dealing with 
employee resistance. Change strategy can be 
viewed as a continuum or spectrum, where one 
method calls for a quick change and implemen-
tation with a defined plan of action and little or 
no involvement of employees. This method tends 
to overcome resistance in a more coercive man-
ner. On the other end of the spectrum is a slower 
change that involves a less clear or more dynamic 
plan and includes the involvement of employees. 
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This method tends to attempt minimizing resis-
tance through participation. 

Kotter and Schlesinger (1979, 2008) maintained 
that, most of the time, managers do not oper-
ate at either end of their spectrum, rather they 
operate somewhere in the middle. This means 
that there are situational factors that need to be 
taken into consideration. For example, manag-
ers need to be able to anticipate the amount and 
kind of resistance that they will encounter. The 
greater the anticipated resistance, the less likely 
that coercive methods will work and methods to 
reduce resistance are more likely to be effective. 
Another situational factor is the level of power 
that the change initiator has over the resistors. 
In other words, the more power the initiator has 
over the resistors, the more likely they can suc-
cessfully take a more coercive stance. Addition-
ally, the more that the change initiator needs 
commitment and involvement from others the 
less they will affectively be able to use more co-
ercive methods over more participatory meth-
ods. The method needed to overcome resistance 
is also dependent on the stakes involved. The 
greater the short-term potential of risk to sur-
vival of the organization, the more the manager 
will be required to use coercive methods (Kotter 
& Schlesinger, 1979, 2008). 

A CONTINUUM FOR RESISTANCE AND  
IT CHANGE

In expanding these concepts, there are many el-
ements that fit on a continuum for IT change 
initiatives and potential resistance (see Appen-
dix for IT Change and Resistance Continuum). 
For example, on the left end is a directive and 
top-down style of leadership whereas the oppo-
site end calls for more participative and bottom-
up style of leadership. If the IT change calls for 
less analysis and less involvement on the part of 
the stakeholders, then a directive, top-down ap-
proach may be more appropriate. However, if the 
IT change calls for gathering information and 
extensive analysis of the current systems in or-
der to determine appropriate IT strategy as well 
as involvement of the stakeholders in the imple-
mentation, then a participative and bottom-up 
approach will likely be more beneficial and effec-
tive. 

The directive, top-down approach on the left side 
of the continuum is more appropriate with IT 
changes involving a sense of urgency, a greater 
short-term potential risk, where the change must 
be implemented very quickly, the change is less 
complex, there is a clear plan of action, or the end 
result has already been decided. In addition, in 
looking at the human aspects, there is little par-
ticipation or collaboration needed, little infor-
mation needed, high stakeholder perceptions of 
the need for the IT change, a high stakeholder 
perception of the advantages of the change, and 
the change is not a surprise to the stakeholders. 
In this scenario, the fact that the change leaders 
have low anticipated resistance issues or there is 
an urgent, risky nature to the change, then the 
resistance strategy calls for the need to quickly 
overcome any resistance rather than manage it. 
Thus, an appropriate resistance strategy might 
include rapid and direct communication, espe-
cially regarding the urgency and the critical need 
for the upcoming change, and the offer of sup-
port while pushing the IT change forward. If 
resistance occurs, then the change leaders may 
have to result to coercive methods, but only if, as 
Kotter and Schlesinger (1979, 2008) suggested, 
the change leader has sufficient power over the 
stakeholders. 

The participative, bottom-up approach on the 
right side of the continuum is more appropriate 
with IT changes that involve more complexity, 
there is less urgency or short-term risk, the imple-
mentation is not immediately needed, a plan of 
action needs to be developed, or the end result in 
not fully defined. In looking the human aspects, 
not all the information is currently available, the 
stakeholders input and participation is needed, 
the need for the change is relatively unknown or 
not understood, or the advantages of the change 
are not understood. In this case, the fact that the 
change leaders may anticipate a higher level of re-
sistance or there is a less urgent need for immedi-
ate change paired with the need for more infor-
mation, then the strategy calls for change leaders 
to effectively manage resistance rather than just 
overcoming it quickly. Thus, an appropriate resis-
tance strategy might include constant, consistent 
communication with the stakeholders, enlisting 
cooperation in the form of analysis of their use of 
current systems and the planning of new systems, 
and participation in implementation and testing 

efforts. In addition, coordination efforts may be 
needed in order to offer training for the new sys-
tems as well as eliciting feedback throughout the 
process. 

Both ends of this continuum represent extreme 
situations in IT change. In all likelihood, the 
IT change generally will not fit 100% at either 
end. Rarely is a planned change in IT urgent and 
critical where no participation or collaboration 
is needed. Usually, under these circumstances, 
this type of IT change involves putting out fires 
such as systems crashing, the failure of hardware 
components, or the realization that the current 
systems are inadequate to cope with some other 
recent changes like the addition and needs of a 
new customer base. On the other hand, in IT 
change initiatives, rarely is the end result com-
pletely unknown or reliant on the information 
provided by the stakeholders. Rarely is time a 
nonexistent factor. In well planned IT change, 
preliminary information is gathered and alterna-
tives are presented prior to the executive leaders 
deciding on an IT change that is in line with the 
organizational strategic objectives. Consequent-
ly, it is apparent that an IT change will likely fit 
somewhere in the middle of the continuum for 
each of the factors (see Appendix for It Change 
and Resistance Continuum), and likely not at the 
same place for all factors. Thus, it is crucial that 
change leaders take potential resistance into con-
sideration at all steps of the process and create a 
strategy for dealing with resistance issues at each 
stage of the project. 

It is important to note that Kotter and Schlesing-
er (1979, 2008) indicated that creating a strategy 
for dealing with resistance can be a risky endeav-
or. Incorrect assessments of potential resistance 
can have negative effects on a successful Informa-
tion Technology (IT) projects. Coercive meth-
ods can backfire and have considerable negative 
effects on the change initiatives and to the orga-
nization itself. Thus, it is important that man-
agers are able to accurately assess and diagnose 
potential resistance and create an effective plan 
to overcome it as painlessly as possible (Kotter & 
Schlesinger, 1979, 2008).

THE STAGES OF IT CHANGE INITIATIVES

Assuming that Information Technology (IT) 
change will likely occur between the two ex-
tremes discussed previously, the goal for most 
organizations is a well-planned initiative that is 
implemented successfully with little resistance. 
Most major IT change initiatives occur over an 
extended period of time and in stages. The num-
ber of stages may vary based on the organiza-
tion, the type of change, and the complexity of 
the change. Davis (as cited Ginzberg, 1981) sug-
gested that there are three main stages including 
the definition stage, the physical design stage, 
and the implementation state. Within the defi-
nition stage, the activities are based on making 
decisions regarding what the system will need 
to do. In the physical design stage, the informa-
tion collected and the decisions made during the 
definition stage are used to translate those deci-
sions into a design that will meet the needs of the 
organization strategic goals. The implementation 
stage focuses on actually bringing the design to 
fruition (Davis, as cited in Ginzberg, 1981). 

Benjamin and Levinson (1993) theorized that 
within the planning stage, change leaders must 
determine if the organization has the energy for 
change, is ready for the change, and whether the 
change is supported by the stakeholders. After 
the planning stage, the implementation stage 
follows and then institutionalization which, ac-
cording to Benjamin and Levinson, is similar to 
Kurt Lewin’s concept of freezing the change into 
the organization’s culture (Benjamin & Levin-
son, 1993). 

Other theorists break Information Technology 
(IT) change tasks into more stages. Cooper and 
Zmud (1990) identified six stages including initi-
ation, adopting, adaptation, acceptance, routini-
zation, and infusion. Initiation includes examin-
ing problems and opportunities in order to look 
for a feasible IT solution. Once the solution has 
been identified, the adoption stage will call for 
leaders to seek organizational backing and gather 
resources. In the adaption stage, the new system 
is developed and installed so that organization’s 
processes are modified in order to take advantage 
of the new benefits. In the acceptance stage, op-
erators will begin to use the new systems. Rou-
tinization involves the operators becoming com-
fortable with the new systems and incorporating 
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them into their daily work. In the infusion stage, 
the organization finally realizes the benefits from 
the efficiency of the new systems. Of course, 
infusion will never occur unless the IT change 
initiative is successful at all stages of the process 
(Brown, Chervany, & Reinicke, 2007).

While the stages are labeled differently, their 
descriptions are similar and the associated tasks 
are similar as well. In general, the change leaders 
and appropriate team members evaluate the cur-
rent system and the organization’s needs, exam-
ine the options, choose a feasible solution, design 
the new system, and implement the new system. 
The stages of the change initiative can be this 
simple, or in the case of a larger complex change, 
broken down into manageable projects. In other 
words, there may be multiple iterations of stages. 
As an example, if the IT change spans multiple 
functional units or geographical locations, then 
the change leaders may create a plan for change 
within each unit in the form of different projects 
where each has its own set of stages. Then, once 
the current or more urgent project is complete or 
near completion, the next project will start. 

However, IT change is not just concerned with 
technology; it is also concerned with the human 
beings. “Technology is important, but manag-
ing change means attending to the rights and 
responsibilities of organizational members. 
Success with a new system should also focus on 
employees and their behavior” (Carson & Grif-
feth, 1990, p. 52). Part of focusing on employees 
and their behavior also means anticipating and 
managing resistance. Thus, supporting Kotter 
and Schlesinger’s (1979, 2008) assertions, change 
leaders should have a plan to diagnose resistance 
and deal with it effectively.

A PLAN TO DIAGNOSE AND  
MANAGE IT CHANGE RESISTANCE

For each Information Technology (IT) change 
initiative, change leaders should perform an 
analysis of potential resistance which is primarily 
comprised of the following questions:

1.	 Which stage is under consideration? 
Each stage of the IT change initiative 
may need participation and commit-
ment from different stakeholders and 

for different reasons; consequently, each 
stage needs to be considered separately.

2.	 Which functional units will be affected? 
The IT change may effect a specific 
department such as sales or finance, an 
operations facility, a division, vendors, 
customers, the entire organization, or 
multiple functional units. 

3.	 Who are the stakeholders? Generally, 
the stakeholders are the persons who 
will be using the new systems such as 
employees or business partners. The 
stakeholders can also include the manag-
ers and supervisor of the functional 
units. By answering this question, the 
change leader is determining who will 
ultimately be affected by the IT change.

4.	 What is the change needed? The answer 
to this question will likely be very gen-
eral. Some examples might include the 
need to create a new system to handle 
changing requirements from the finance 
department, install new scanner hard-
ware in the receiving area and create 
the software needed to use it, create 
new systems so that sales information is 
immediately available to other support 
areas, installing the needed software to 
electronically link and share informa-
tion with vendors, or the creation of a 
disaster recovery system.

5.	 Which processes will be affected? 
The answer to this question should be 
very specific. It may include both the 
physical processes that an employee 
performs and the systems that they use. 
For example, when receiving product, 
the physical processes might include 
counting and moving incoming product 
into the building. The systems process 
might include scanning the barcodes 
and entering the product data into the 
system. Either of these processes might 
be affected as the result of an IT change 
initiative. Other examples of processes 

might include an accounts payable check 
run process that the employee runs every 
Monday, manifesting packages for ship-
ping, or modification of the background 
sales processing programs that affects 
the how and when employees view and 
process data. Even within each of the 
processes, there are likely to be multiple 
sub-processes, some of which may be 
affected by the IT change and others 
may not. 

6.	 What are the perceived benefits? This 
question is complex and may be chal-
lenging to answer. The operator may see 
the change as simply making their job 
easier, but the supervisor may also see 
a benefit in reduced processing time, 
which usually means a cost savings. The 
cost savings may indicate lowered op-
erating costs for the department which 
may lead to better performance apprais-
als, increase in status, and increases in 
pay or bonus amounts. Other perceived 
benefits may include more control over 
the processes, an enhanced reputation, 
or the change to learn something new. 
The benefits to employees and manage-
ment will likely be different, but both 
are relevant. In some cases, there may 
not be a perceived benefit to employees 
at all. An example might be changes 
made to background programs and 
processes or servers. It is also important 
to determine if the expected benefits 
match the employees’ perceived benefits. 
If there is a disconnect in this area, then 
change leaders will likely need to com-
municate the benefits more heavily in 
the initial stages of the IT change initia-
tive. Change leaders can use the results 
of this question as talking points when 
communicating with employees. 

7.	 What is the expected resistance and 
why? The answer to this question is also 
complex; however, accurate diagnosis is 
very important (Kotter & Schlesinger, 

1979, 2008). If leaders want to deal with 
resistance, “it is important to identify 
and analyze it; clarify the change’s real 
or perceived negative consequences and 
then seek to weaken the apparent link 
between the two; and reduce resistance 
by a range of measures” (Dampney, et al., 
1998, p. 110). Some potential resistance 
issues associated with IT change may 
involve diagnosing or anticipating em-
ployee reactions such as the fear of not 
being able to use the technology, the fear 
of the unknown nature of the change, or 
the fear of loss of responsibility (Kotter 
& Schlesinger, 1979, 2008). Many times 
the fear is not transparent. For example, 
if the IT change involves moving manual 
processes to automated processes, after 
implementation, there may be an 
anticipated reduction in the number of 
employees needed to do the job. In other 
words, increased efficiency is generally 
viewed as a positive change, but it also 
may cause a fear of loss of job security in 
employees. The challenge is to accurately 
diagnose potential resistance that may 
be either apparent or subtle. The first 
response from management might be 
excitement at the idea of IT changes 
making employees’ jobs easier, a reduc-
tion in process time, or a cost savings; 
but how will those changes realistically 
affect the employees? In addition, more 
automation that means fewer employees 
are needed may also mean fewer supervi-
sors or managers are needed or changes 
made to their responsibilities. Thus, 
there may be resistance at the supervisor 
or manager level if there is anticipated 
potential restructuring or loss of control. 

8.	 What efforts are needed to gain com-
mitment from the stakeholders? Once 
the perceived resistance has been 
diagnosed, then the change leaders de-
termine what is needed to gain commit-
ment from the stakeholders. Achieving 
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employee involvement and participation 
can have a double benefit in IT change 
initiatives including gathering valuable 
information at each stage of the process 
and the increase of user buy in. Brown, 
Chervany, and Reinicke (2007) sug-
gest creating a liaison position where 
an IT person physically works in the 
functional units and with key person-
nel in order to gain valuable knowledge 
about the business processes and build 
IT-user relationships. If the nature of 
the change does not involve the need to 
gather information about processes or 
user buy-in is not realistic, then partici-
pation may not be a viable alternative. 
According to Benjamin and Levinson 
(1993), the change leader also needs to 
determine the employees’ capability and 
readiness to change. If the capability and 
readiness levels are low, then the change 
leader may need to provide training to 
help the employees. If capability levels 
are high, then providing training may 
still be needed, but will likely not be 
critical in terms of addressing resistance. 
If the employees’ readiness to change 
is high as well as the perceived benefits 
of the change, then less communica-
tion may be needed. Otherwise, change 
leaders would need to provide frequent, 
consistent communication in multiple 
formats as well as making themselves 
available for discussing issues and of-
fering support. Additionally, if the IT 
change is likely to affect the employees 
dramatically, then more communication 
is needed or employees will likely feel 
abandoned. Additionally, as discussed 
earlier, more coercive methods may be 
used if the need for change and the need 
for commitment are both urgent and 
the change leader’s level of power over 
the employees is high. Again, change 
leaders should be aware that these types 
of manipulative or coercive methods 

can backfire causing negative reactions 
which will also have to be managed.

In sum, once the stages have been identified, the 
specific changes can be determined as well as the 
functional units and stakeholders that will be af-
fected. The change leader can ascertain how the 
changes will affect employees in both positive 
and negative ways. Then, the expected resistance 
can be established which, upon analysis, will help 
in determining what specific actions are needed 
to gain commitment from the employees. Once 
all of this information has been gathered, then 
the change leader can create an action plan to 
deal with resistance including a timeline that 
compliments the stages of the Information Tech-
nology (IT) change and its timeline. It is im-
portant to note that even though the resistance 
plan and timeline may be determined during the 
initial stages of planning the IT change, just like 
the plan for the IT change will likely have to be 
periodically revisited and adjusted, the resistance 
plan must also be revisited and reevaluated at 
each stage to ensure that it is still relevant and ef-
fective. 

CONCLUSION

In today’s business environment, Information 
Technology (IT) is likely one of the biggest in-
fluences in organizational change. Whether it is 
the primary cause for the change initiative or just 
one component of the change, IT undoubtedly 
plays an important role in the success of change 
initiatives. In addition to managing the IT 
change process, change leaders must also be able 
to accurately anticipate and diagnose employee 
resistance that manifests within and because of 
the change process. Once the factors of employee 
resistance have been identified, utilizing Kotter 
and Schlesinger’s (1979, 2008) concepts of deal-
ing with resistance, a plan of action and timeline 
may be created that complements the IT change. 
Effective planning and realistic, achievable time-
lines will help assure the successful implemen-
tation of IT change initiatives and meeting the 
organization’s strategic objectives, which will in 
turn help ensure the organization’s ability to re-
main healthy, viable, and competitive.  
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INTRODUCTION

The goal of this paper is to explore the risk that 
expected functionalities in software projects may 
be reduced. While not all software or IT projects 
fail to deliver all of their intended functionalities, 
lack or reduction of the originally intended func-
tionality has been associated with IT project fail-
ure. This research poses questions about certain 
software project characteristics hypothesized to 
impact the risk of reduced functionalities. 

While we understand that project requirements 
might change over the course of a project, the 
reduction of functionalities for a project might 
result from a need to cut the functionalities of 
a project to manage budget or scheduling prob-
lems. Our concern is that projects may be reduced 
to meet deadlines or avoid budget overruns. Our 
work here seeks to explore project characteristics 
which could influence the likelihood that project 
functionalities may be reduced.

This initial exploration poses the following ques-
tion: what impact do certain project character-
istics have on reduced functionality for software 
projects? We chose to consider only certain in-
dependent variables that are associated with the 
project. For the most part, these variables repre-
sent characteristics such as extent of change or 
newness that are not open to choice. Despite the 
fact that organizations cannot change some of 
these variables, awareness of their potential im-
pact on the likelihood of reduced functionality 
for software projects could be useful for project 
management. 

While many researchers have sought to better 
understand IS projects and their associated risks, 
most prior research has been in the form of case 
studies or survey methodologies. Our work, rath-
er, used actual project data; the authors would 
like to thank the International Software Bench-
marking Standards Group for the use of their 
data. For this paper, we applied linear regression 
to a set of over 300 projects to test our hypotheses 
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ABSTRACT
Distinct from most prior explorations of IT project success that relied on case studies or survey 
methodologies, this research applied linear regression to a data set encompassing over 300 software 
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with our expectations, the suggested overall model relating selected project characteristics to software 
project success was demonstrated to be significant at 1%. 
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and identify significant independent variables as-
sociated with reductions in project functional-
ities. 

THEORETICAL FOUNDATIONS AND  
PROPOSED MODEL

Many software projects fail, either in whole or in 
part. While project failure is not foreign to any 
industry, IT and IS projects seem particularly 
vulnerable (Keil, et al., 2003; Zmud, 1980). Illus-
trating the extent of the problem is a 2005 survey 
of 13,522 IT projects which found that almost 
two projects out of three at least partially failed 
(Nelson, 2005).

Many researchers have attempted to identify 
those factors most likely to encourage project 
success and discourage project failure (Barki, 
et al., 2005). While not all researchers are in 
complete accord, some factors identified in the 
literature include project size (McFarlan, 1981; 
Nelson and Ravichandran, 2004) and project 
team experience (McFarlan, 1981), the newness 
or novelty of the technical dimensions of the 
project and its applications (Barki, et al, 2005), 
various industry-specific dimensions (Batiste and 
Jung, 1984; Rockart, 1979), and a fundamental 
misunderstanding of the project’s scope and re-
quirements (Keil, et al, 2002).

For our proposed model of reduced project func-
tionality, we considered what project character-
istics would be likely to affect reduced function-
ality. Our model uses the percentage of deleted 
function points for the dependent variable. Pre-
liminary models explored the operationalization 
of our dependent variable using deleted function 
points. A better model was obtained, however, by 
using the percentage of deleted function points. 
The independent variables include size of the 
project, requirements analysis, internal versus ex-
ternal, and extent of change of the project. 

There is ample support in the literature for the 
proposition that project size is related to project 
success (McFarlan, 1981; Nelson and Ravichan-
dran, 2004). In our model, project size is opera-
tionalized as the number of adjusted function 
points of the project. Preliminary models ex-
plored the use of work effort for the size of the 
project, but these models were inferior to the 
model ultimately chosen.

Requirements analysis is the identification of 
those requirements (services and resources) nec-
essary for project success (Hoffer, et al., 1999; 
Nelson, 2007; Yadav, et al., 2009). The signifi-
cance of requirements analysis to project success 
is supported by the literature (Hoffer, et al., 1999; 
Mathiassen, et al., 2007; Nelson, 2007; Yadav, et 
al., 2009) In our model, requirements analysis is 
the reported percent of effort spent on require-
ments analysis. 

Whether a project is developed internally or ex-
ternally may impact project success, with both 
internal and external development having both 
positive and negative dimensions. It is thus no 
surprise that the literature has explored this 
topic (Dibbern, et al., 2008; Gefen, et al., 2008; 
He and King, 2008; Nath, 2008). In our model, 
internal versus external is a dummy variable indi-
cating internal projects. 

The novelty of newness of a project may play a 
part in the reduction of functionality (Barki, et 
al, 2005). Extent of change is operationalized as 
dummy variables to indicate whether a project 
is a new development, a re-development, or an 
enhancement. We considered using linear regres-
sion through the origin and including all three 
dummy variables for extent of change, but those 
efforts did not improve the model’s performance. 
Instead, the dummy variables for enhancement 
and new development were used. 

Preliminary models also included the industry of 
the organization using dummy variables. While 
industry is considered to be a relevant dimen-
sion of success in the literature (Batiste and Jung, 
1984; Montealegre and Keil, 2000; Nelson and 
Ravichandran, 2004; Rockart, 1979), those pre-
liminary models did not demonstrate industry to 
be significant. Thus, the model ultimately chosen 
does include the industry variables.

Our first hypothesis was that project size is an in-
dependent variable that influences the likelihood 
of reduced functionality. The literature demon-
strates that project size is associated with project 
success. We expected the coefficient for this vari-
able to be positively related to reduced function-
ality reflecting the findings that larger projects 
are more difficult to manage and less likely to be 
successful. 

Our second hypothesis was that the portion of 
the project allocated to requirements analysis 
will impact whether project functionality will 
be reduced. This independent variable was op-
erationalized as the amount of time used for re-
quirements analysis as a percentage of the total 
amount of work time for the project. We antici-
pated that this variable would have a negatively 
signed coefficient reflecting that careful require-
ments analysis would result in fewer reductions 
of functionality. 

Our third hypothesis was that reduction of proj-
ect functionality is influenced by whether the 
project is internal or external in terms of devel-
opment. We hypothesized that internal projects 
may be easier to manage and staff. Internal proj-
ects may benefit from the project team’s familiar-
ity with the organization, the needs and process-
es of the organization, and relevant knowledge 
about the industry of the project organization. 
Additionally, internal projects may benefit from 
internal accountability for the project. Howev-
er, internal projects may suffer from the lack of 
knowledge of team members about the technolo-
gies to be used, or non-project related demands 
on the time of project team members. Additional 
problems may include issues of leadership style, 
misplaced self-confidence, and a lack of effective 
communication (Purvis, et al, 2009), as well as 
an unwillingness to firmly act on or publicly rec-
ognize project failure (Keil, et al, 1994; Park, et 
al., 2008). 

External projects, on the other hand, may benefit 
from team members’ knowledge or experience 
with similar types of projects. Members of exter-
nal project teams may also benefit by being able 
to focus their time solely on the given project. 
External teams may also suffer less than internal 
teams with respect to organizational politics. It 
is therefore not surprising that external devel-
opment is a growing trend (Poston, et al, 2009), 
that has been extensively studied in the literature 
(Kern, at al, 2002; Ross and Beath, 2006; Rott-
man and Lacity, 2004). 

Nonetheless, external teams may have members 
who lack knowledge of a particular industry as 
well as knowledge specific to the client organiza-
tion. We hypothesized that the internal versus 
external variable will be significant, but did spec-
ulate about what sign the coefficient might have. 

Our fourth hypothesis was that extent of change 
impacts the reduction of project functionality. 
We anticipated that the greater the extent of 
change or newness of a project, the more likely 
the project would have reduced functionalities 
associated with that project. We expected new 
development projects to be more likely to suffer 
from reduced functionality given that the proj-
ects have greater extent of change than enhance-
ment projects. We anticipated that enhancement 
projects would be less likely to experience re-
duced functionality. These hypotheses were the 
questions we sought to explore through this re-
search.

ANALYSIS AND CONCLUSIONS

As described in prior sections, we applied lin-
ear regression to explore the impact of various 
project characteristics on reduced functionality 
in software projects. Our analysis included 363 
projects. The F-test for our model calculated an 
F-value of 4.85, a value significant for 1% and 5%. 
Thus, the proposed model was demonstrated to 
fit the data sufficiently well at those levels of sig-
nificance.

Size, expected to prove significant and positively 
signed, indeed was significant and positively 
signed at 5%.

Extent of change (enhancement) proved signifi-
cant at 5%, but its positive sign was surprising. 
We expected projects to benefit from knowledge 
of the project area. 

Not significant at 5% were internal vs. external, 
requirement analysis, and extent of change (new 
development). 

While we were surprised that only two of the in-
dependent variables were demonstrated to be sig-
nificant, our results do support the general prop-
osition that larger projects are harder to manage. 

The purpose of this work was to explore project 
characteristics hypothesized to impact the likeli-
hood of reduced functionality in software proj-
ects. After exploring multiple preliminary mod-
els, we analyzed the results for our last model. 
We were surprised to learn that only two of our 
independent variables were significant, but other 
research into IS project success supports the sig-
nificance of these two variables. 
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In conclusion, while our results were not in com-
plete accord with our expectations, we find the 
overall model statistically significant. The ex-
pected effect of project size on the reduction of 
project functionalities is supported, while the 
effect of extent of change (enhancement) is unex-
pected. The implication for practice is that large 
projects require awareness of the associated risks. 
Additionally, enhancement projects may impact 
the likelihood of reduced functionalities for a 
project despite the prior knowledge of the project 
area. Other variables were not demonstrated to 
be significant, despite expectations.
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INTRODUCTION

A fired postal worker returns to her worksite with 
a gun and opens fire, killing six, then kills herself 
(“Six Dead in California,” 2006). An Army psy-
chiatrist kills 12 people and wounds 31 at a mili-
tary processing center (“Fort Hood Shootings,” 
2009). A college professor takes a handgun to a 
faculty meeting and shoots six colleagues, killing 
three (Abcarian & Fausset, 2010). A man armed 
with a pistol shoots three people and himself out-
side of a hospital (Henry, 2010). Violence occur-

ring in the workplace is a serious, ongoing health 
and safety issue that cannot be ignored. 

Workplace violence occurs in all types and sizes 
of organizations, impacts employee safety and 
morale, and costs millions of dollars in lost pro-
ductivity every year. This paper focuses on the 
current status of research into workplace violence 
and compares national statistics with data from a 
survey on workplace violence conducted at Ath-
ens State University.

What is workplace violence? It has been defined 
in varying terms by several government agencies. 
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ABSTRACT
This paper presents statistical information collected on violence in the workplace from an ongoing, 
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The National Institute for Occupational Safety 
and Health (NIOSH) defines workplace violence 
as “Any physical assault, threatening behavior, or 
verbal abuse occurring in the work setting,” and 
the Bureau of Labor Statistics defines workplace 
violence as “violent acts directed towards a person 
at work or on duty” including “physical assaults, 
threats of assault, harassment, intimidation or 
bullying.” (quoted in Matchulat, 2007, p. 14). 
The Occupational Safety and Health Adminis-
tration (OSHA), defines it as “Violence or the 
threat of violence against workers. It can occur 
at or outside the workplace and can range from 
threats and verbal abuse to physical assault and 
homicide” (OSHA Fact Sheet, 2007). The Feder-
al Bureau of Investigation defines workplace vio-
lence as “any action that may threaten the safety 
of an employee, impact the employee’s physical or 
psychological well being or cause damage to com-
pany property” (U.S. Federal Bureau of Investi-
gation, 2004). On the other hand, the Bureau of 
Justice Statistics has a much narrower definition, 
focusing on violent acts including “rape, sexual 
assault, homicide, robbery, aggravated and sim-
ple assaults” (Matchulat, 2007).

These differing definitions make it difficult to 
determine the full extent of workplace violence. 
However, the Bureau of Labor Statistics Census 
of Fatal Occupational Injuries (CFOI) docu-
ments the prevalence of the most serious form 
of workplace violence. According to the CFOI, 
there were 516 workplace homicides in 2006 in 
the United States, out of a total of 5,703 fatal 
work injuries. This translates to 9% of workplace 
fatalities (U.S. Bureau of Labor Statistics, 2007). 

In a special Bureau of Labor Statistics report re-
leased in 2001, Duhart stated that there were an 
average of 1.7 million incidents of non-fatal work-
place violence annually between 1993 and 1999. 
Aggravated assault accounted for approximately 
325,000 (18.6%) incidents annually, while simple 
assault accounted for 1,311,700 (75.2%). Ap-
proximately 900 cases of homicide were reported 
each year, which was less than 0.1% of the total 
incidents. Twenty percent of workplace crimes 
involved a weapon. More than 75% of workplace 
violence victims did not physically resist their as-
sailant. Only 12% of the victims were injured, 
and slightly more than one-quarter of those re-
quired medical treatment. During this time pe-

riod, non-fatal workplace violence decreased by 
44% while all violent crime in the U.S. decreased 
by 40% over the same period (Duhart, 2001). 

As Muchinsky pointed out, “Prior to 1980 such 
terms as ‘violence in the workplace’ and ‘occupa-
tional homicide’ did not exist” (2000, p. 296). 
This is not to say that workplace violence or occu-
pational homicide were non-existent prior to this 
point; however, the severity of the problem was 
not recognized by the public until 1986, when a 
postal worker killed 14 of his fellow co-workers 
in Oklahoma City. Media coverage of this inci-
dent, along with others, brought workplace vio-
lence into the forefront for the American public. 
From this and subsequent incidents involving 
postal workers and homicide, the phrase “go-
ing postal” entered the American lexicon and a 
myth was created (U.S. Federal Bureau of Inves-
tigation, 2004; Beck & Schouten, 2000; Temple, 
2000). 

This awareness brought forth a demand for re-
search on violence in the workplace to provide 
the government and organizations with informa-
tion to understand and prevent the problem. This 
demand for information and solutions continues 
today (Griffin & O’Leary-Kelly, 2004; U.S. Fed-
eral Bureau of Investigation, 2004; Allen, 2003; 
Lipscomb, Silverstein, Slavin, Cody, & Jenkins, 
2002).

Some studies conclude that workplace violence 
is increasing in severity (Kelleher, 1996 as cited 
in Muchinsky, 2000). Other studies find that the 
increases are occurring in some sectors or areas 
while violence is decreasing overall (Lipscomb et 
al., 2002; Gilmore, 2006), and still others con-
clude that workplace violence is decreasing (Du-
hart, 2001; Beck & Schouten, 2000). The FBI, in 
a report titled “Workplace Violence: Issues in Re-
sponse,” stated that a huge number of incidents 
are never reported, which means that statistical 
reports must be considered only a sketchy repre-
sentation of the actual situation (Wade, 2004) 
and studies based on such reports may be inac-
curate.

The research study discussed here was conducted 
to examine these trends by investigating the prev-
alence of workplace violence experience among 
a selected population and comparing the data 
gathered through this survey with data from the 

Bureau of Justice Statistics National Crime Vic-
timization Survey, the Bureau of Labor Statistics, 
and other studies. 

STUDY METHODOLOGY

The authors developed a short survey instrument 
designed to gather data on the prevalence of in-
dividual experiences of workplace violence. The 
survey asked participants to identify whether 
they had seen or experienced any of the follow-
ing in their place of work over the past three to 
five years:

•	 violence involving a deadly weapon (knife, 
gun, etc.)

•	 violence involving physical force (hitting, 
shoving, etc.)

•	 verbal violence or abuse (threats, yelling, 
harassment, etc.)

•	 deliberate damage to company property or 
equipment

Students in selected business classes at Athens 
State University from the 2005-2010 academic 
years completed the survey. Following a class 
segment on workplace violence which included 
readings and a lecture, students were asked to 
reflect on the class materials and complete the 
survey form.

STATISTICAL FINDINGS

A total of 859 students responded to the survey. 
Of these, slightly over 12% had witnessed vio-
lence with a deadly weapon present. Almost 27% 
of the respondents had witnessed instances of 
physical violence not involving a deadly weapon. 
Slightly over 54% had witnessed instances of ha-
rassment, threats, yelling, or other verbal abuse; 
and just over 20% had witnessed instances of 
deliberate damage to company equipment. The 
results are summarized in Table 1. 

COMPARISON WITH NATIONAL DATA

The Athens State University survey utilized a 
convenience sample and the questions do not 
exactly replicate those of other reliable surveys, 
making a side-by-side comparison difficult. The 

wide range in definitions of workplace violence, 
discussed above, also makes comparison difficult. 

However, the National Crime Victimization 
Survey (NCVS) utilizes two categories that in-
vite comparison. The first, aggravated assault, is 
defined by Duhart as “a completed or attempted 
attack with a weapon, regardless of whether or 
not an injury occurred, and an attack without a 
weapon in which the victim is seriously injured” 
(2001, p. 12). This category is comparable to the 
current study’s category of “violence with deadly 
weapons present”. The second, simple assault, is 
defined as “an attack without a weapon result-
ing in either no injury, [or] minor injury (such as 
bruises, black eyes, cuts, scratches, or swelling)” 
(Duhart, 2001, p. 12), and is comparable to the 
current study’s category of “physical violence (no 
deadly weapons present).” 

In the first comparison, 12.11% of Athens State 
University respondents had witnessed violence 
involving a deadly weapon, as compared with 
18.6% nationwide who experienced aggravated 
assault. Considering the category of simple as-
sault, 26.77% of the Athens State University 
respondents had witnessed or experienced physi-
cal violence with no deadly weapons present. An 
additional 54.25% had witnessed or experienced 
verbal abuse. This compares with 75.2% in Du-
hart’s report who experienced simple assault na-
tionwide. 

Table 1 
Athens State University  

Workplace Violence Survey Breakdown

Total  
No.

Total  
%

Number of Respondents 859 100.00%
Violence with Deadly 
Weapons Present 104 12.11%

Physical Violence (No 
Deadly Weapons Present) 230 26.77%

Harassment, Threats, 
Yelling, or other Verbal 
Abuse

466 54.25%

Damage to Company 
Property or Equipment 173 20.14%
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An online survey conducted by Workplace Bul-
lying Institute/Zogby in 2007 showed more than 
50% of American workers had experienced or 
witnessed verbal abuse or bullying in the work-
place, and 37% had been bullied on the job (Ca-
ble, 2007). This compares closely with the results 
of the Athens State University survey, in which 
54.25% had witnessed or experienced verbal 
abuse. 

The survey category dealing with damage to 
company equipment or property cannot be com-
pared to other statistics due to a lack of available 
information on the subject. Other than a state-
ment in a special report from the Federal Bureau 
of Investigation (2004), which states that the loss 
from workplace violence to U.S. businesses is in 
the billions, no statistical data could be found. 
This indicates a need for further research to es-
tablish the extent and severity of economic loss 
to American business and industry from the de-
struction of company property and equipment 
resulting from workplace violence. 

In viewing information from the Bureau of Jus-
tice Statistics on crime victimization between 
1996 and 2003, statistics indicate that the per-
centage of workplace victimization has decreased 
slightly, ranging from a high of 16.8% in 1996 
to a low of 14.7% in 2003. The total number of 
work-related homicides has decreased more than 
50% from the high of 1,080 in 1994 to 516 in 
2006. This indicates an overall continued de-
cline in the total number of workplace violence 
incidents. At the same time, the total number of 
violent crimes nationwide decreased from a high 
of 8.3 million in 1996 to a low of 4.9 million in 
2002, followed by a slight increase to 4.95 mil-
lion in 2003 (U.S. Department of Labor, Bureau 
of Justice Statistics, 2002-2005).

The Bureau of Labor Statistics Survey of Work-
place Violence Prevention showed that the per-
centage of workplace violence incidents increases 
with the size of an organization. While only 5.3% 
of establishments reported an incident of work-
place violence in 2005, almost half (49.9%) of the 
establishments with more than 1000 employees 
reported incidents. Less than 2.5% of establish-
ments with 10 or fewer employees reported inci-
dents of workplace violence.

POLICIES, PROCEDURES AND  
PROTECTION

 In recognizing workplace violence as a problem, 
many scholars, organizations, associations, and 
institutions state that the key to finding solu-
tions to this problem lies in developing, imple-
menting, and continuously improving policies 
and procedures for prevention of and managing 
workplace violence (Sem, 2007; Montgomery 
& Cook, 2005; Griffin & O’Leary-Kelly, 2004; 
Wade, 2004; U.S. FBI, 2004; DelBel, 2003; U.S. 
OSHA, 2002; Lipscomb et al., 2002; Smith, 
2002; Beck & Schouten, 2000; Denenburg & 
Braverman, 1999; VandenBos & Bulatao, 1996). 
The Bureau of Labor Statistics’ 2005 Survey of 
Workplace Violence Prevention indicated that 
larger organizations were far more likely to have 
a workplace violence prevention policy than 
smaller organizations, with over 86% of orga-
nizations of more than 1,000 employees having 
policies, compared with just of 20% with less 
than 10 employees. The Athens State University 
study indicated that slightly over three-quarters 
of respondents’ employers (77.76%) had written 
policies on workplace violence.

According to Sarah J. Smith, such policies should 
include “the means to identify potential for vio-
lence; procedures to prevent the occurrence of 
violence; and, in the event that prevention fails, 
plans to respond to the incident and minimize 
further damage” (2002, p. 36). 

What can employers do to help protect their em-
ployees? According to OSHA (2007), “the best 
protection employers can offer is to establish a 
zero-tolerance policy toward workplace violence 
against or by their employees.” Other OSHA 
guidelines for employee protection include:

•	 Provide safety education for employees so 
they know what conduct is not acceptable, 
what to do if they witness or are subjected 
to workplace violence, and how to protect 
themselves.

•	 Secure the workplace. Where appropri-
ate to the business, install video surveil-
lance, extra lighting, and alarm systems 
and minimize access by outsiders through 
identification badges, electronic keys, and 
guards.

•	 Provide drop safes to limit the amount of 
cash on hand. Keep a minimal amount of 
cash in registers during evenings and late 
night hours.

•	 Equip field staff with cellular phones and 
hand-held alarms or noise devices, and 
require them to prepare a daily work plan 
and keep a contact person informed of 
their location throughout the day. Keep 
employer-provided vehicles properly main-
tained.

•	 Instruct employees not to enter any loca-
tion where they feel unsafe. Introduce 
a “buddy system” or provide an escort 
service or police assistance in potentially 
dangerous situations or at night.

•	 Develop policies and procedures covering 
visits by home health-care providers. Ad-
dress the conduct of home visits, the pres-
ence of others in the home during visits, 
and the worker’s right to refuse to provide 
services in a clearly hazardous situation 
(OSHA, 2007, p. 1).

In addition, as Smith points out (2002), work-
place violence policies and procedures can only 
be effective when they are shared with all em-
ployees and implemented consistently, fairly, and 
promptly. 

Richard D. Sem reinforces the need for employee 
training, pointing out that all employees must be 
able to recognize the early indicators of poten-
tial violence and understand their responsibility 
to notify the appropriate person (Sem, 2007). A 
study by the American Association of Occupa-
tional Health Nurses indicated that, although 
almost 20% of employees had experienced or 
witnessed workplace violence, the majority could 
not identify common warning signs of violence, 
including mood changes, mental health issues, 
verbal threats, or past history of violence (Profes-
sional Safety, 2004, p. 1).

CONCLUSION

The study conducted at Athens State University, 
in which the majority of respondents reported 
experiencing some level of violence in their work 
environment, illustrates the continuing preva-
lence of workplace violence. This study and the 

other research studies cited here also indicate the 
need for further research in several areas. The 
extent of economic loss to American businesses 
from the destruction of company property and 
equipment due to workplace violence does not 
appear to have been determined, but could be 
an important issue that warrants study. Further 
investigation of the effectiveness of employee 
training to recognize common warning signs of 
workplace violence is also needed. 

Even though national statistics indicate a de-
crease in reported incidents of workplace vio-
lence, the number of violent incidents, the cost 
to individuals and businesses, and threats to the 
health and safety of the work environment re-
main serious problems in businesses of all sizes 
and types. According to the Department of La-
bor, “The Occupational Health and Safety Act’s 
(OSH Act) General Duty Clause requires em-
ployers to provide a safe and healthful workplace 
for all workers covered by the OSH ACT” (U.S. 
OSHA, 2002). All employers should seek to pro-
vide a safe environment for their employees. 
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ABSTRACT
This case study describes the pre-launch, launch and adoption history of a new Net-based Customer 
Service System (NCSS). The NCSS was offered to dental offices by a moderately-sized insurance 
and third party claims administrator (TPA) in a southeastern U.S. state.  The study and case cover 
a 185 week period in the early part of the last decade.  

Research studies indicate that new Internet technologies are not always readily accepted by target 
users – especially by small companies. Drawing on adoption theory, this research assesses promotions 
and product completeness as factors affecting adoption of the NCSS and its continual use by small 
companies. Post-launch adoption data are utilized to examine the influences of these factors on 
adoption and usage of the NCSS by these small firms, particularly dental offices.

This case is unique in that, as far as can be determined, it is a longitudinal examination 
of NCSS adoption and usage across an entire customer base. Another unique aspect of the 
case is that the launch was only marginally successful, unlike other studies where successful 
firm activities are often discussed.  This presents an opportunity for the reader to assess (and 
implement) additional activities that might have been undertaken to stimulate adoption 
and continued usage.  In particular, the case points out that more involvement with the us-
ers in the launch and better follow-up with target user customers once they register for the 
system were important aspects omitted from this marginally successful launch.
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INTRODUCTION

Southeastern Health Claims Administrators 
(SHCA)1 is a third-party health claims adminis-
tration company (TPA) serving over 100,000 in-
sured group members in the southeastern United 
States. About 85,000 of these group members 
come from their biggest and most profitable 
client with whom they had built a very good 
long-term and profitable relationship. In 2000 
this client was going to establish a new contract 
requirement that would necessitate better elec-
tronic interfaces for its insured group members 
and more connectivity with the medical doctors, 
dentists and eye-care professionals who provided 
health services to the group members. In order 
to maintain this contract and the long-term re-
lationship, SHCA made a decision to pursue in-
stalling a web-based customer service site.

The senior management of the insurance com-
pany initiated a project to create a web-based 
interface for the company’s customers, both in-
sured members and healthcare providers. The 
company’s primary goal was to offer up-to-date 
information about insured eligibility and claims 
status to their healthcare service providers. The 
company chose to provide this vital link through 
a net-based customer service system (NCSS). A 
NCSS is “a network-based computerized infor-
mation system that delivers service to customers 
either directly (e.g., via a browser, PDA or cell 
phone) or indirectly (e.g., via a service representa-
tive or agent accessing the system)” (Piccoli, G., 
M.K. Brohman, R. T. Watson and A. Parasura-
man, 2004). Many of SHCA’s competitors were 
already using this type of technology to improve 
information sharing and communication with 
providers. The company felt this was integral to 
their ongoing success in the marketplace to have 
this type of system. SHCA chose to offer the sys-
tem to their dental service providers first. Once 
the system was completed and accepted by the 
dentists they would make it available to other 

1  Southeastern Health Claims Administrators 
is not the real name of the company but one chosen 
by the authors to protect the interests of the firm. 
The case condenses the time frame from the end of 
the marketing campaign to the time of the analysis 
by these researchers for a more effective presentation 
of the case.

healthcare providers and finally to the group 
members. 

At the end of 2004, three-plus years after the 
project’s inception, the NCSS had not been made 
available to the other types of healthcare provid-
ers, nor was the system open to use by group 
members. The problem was that only 200 (12.8% 
or 200/1569) of the company’s dental providers 
were using the system on a regular basis, far be-
low the company’s expectations. Over 300 dental 
providers registered for the system but only 200 
used it regularly. Regular usage was defined as 
signing onto the NCSS an average of at least one 
time per quarter after registration. The managers 
of SHCA were disappointed with the number 
of ongoing users and were trying to decide what 
happened with the launch of the NCSS and 
why its launch had been what they considered 
a “flop.” They wanted to discover what caused 
the problems with this launch and create a plan 
that would prevent the same problems from oc-
curring with the launch for the other healthcare 
providers and group members.

SCHA had created a committee comprised of 
information technology (IT) and claims admin-
istration personnel to be responsible for the proj-
ect. Everyone on the committee thought a NCSS 
was a perfect tool for their healthcare providers. 
They had used systems like this for self-service in 
banking, bill payment and even FedEx Track-
ingTM. One member of the group related a “rule” 
from Bill Gates’ (1999) book “Business at the 
Speed of Thought” that companies in networked 
industries, like health insurance claims admin-
istration, needed to provide ways for customers 
to resolve their own problems. The company’s 
web-site needed to be a bidirectional, self-service 
interface that essentially allowed the healthcare 
providers to carry out their own customer service 
by making a variety of support and data sources 
available to them 24/7. The committee felt this 
would be great for the customer and for the 
company, because it would allow customer ser-
vice personnel to shift their focus from routine, 
low-value tasks (i.e., checking group member eli-
gibility and claim status) to high value problem 
solving for customers who really needed it (Gates 
1999).

The committee commissioned a survey to check 
on interest in the NCSS and check certain char-

acteristics of the dental offices, their initial target 
for the launch. The survey, from which primary 
questions are shown in Exhibit 1, was mailed to 
1,000 to randomly selected dentists across their 
market in the southeastern United States. The 
survey was directed to a key employee, either a 
dentist or the office manager, in each dental prac-
tice. After three months, 391 of the surveys had 
been returned. One hundred forty-eight (37.9%) 
of the respondents had Internet connectivity in 
their offices. A quick calculation based on In-
ternet connectivity showed there would be ap-
proximately 595 (.379 X 1569 total dental pro-
viders) dental offices with the potential to adopt 
and use the NCSS. One-hundred ninety-seven 
respondents said they would use the Internet 
to retrieve claims information. This was almost 
40% more than those with Internet connectiv-
ity in their office and 15 times the number of re-
spondents who had used NCSS-like systems in 
the past. Based on this response, the committee 
members expected the number of dentists with 
Internet connectivity to increase over time as ac-
cess to broadband and high-speed Internet grew. 
SHCA chose to go ahead with the installation of 
the NCSS based on the confirming and positive 
results of the survey. 

THE NCSS SYSTEM AND  
ITS RELEASE VERSIONS

The committee was tasked to create a plan of ac-
tion and choose a provider or developer for the 
NCSS software. After nearly six months of set-
ting system specifications, interviewing possible 

software developers/suppliers, negotiating con-
tracts and setting timelines, a system choice was 
made. Instead of creating their own web-based 
system, SHCA chose to install a system in devel-
opment by a third party software company (de-
veloper) and signed a license agreement. The de-
veloper announced there would be a three stage 
release to complete the NCSS software project. 
Release 1 would include the backbone of the 
system, Release 2 would improve graphical user 
interfaces (GUI) and system fixes, and Release 
3 would add the two-way customer interfaces 
for initiating communication and submitting 
claims.

Release 1 was essentially the foundation of the 
system on which everything else would be built. 
This release would include database constructs, 
file controls and an on-line data query. This in-
terface was to be accessed by the system users to 
check claims status and the eligibility of policy 
holders. In September 2000 the company had ac-
cepted this first release of the system and began 
the process of installation, set-up and testing. 
Many of the other firms who bought the system 
were able to launch their system in mid-March, 
2001. However, due to delays caused by testing 
and other issues, the system was not launched 
by SHCA until June 1, 2001. Release 2 of the 
software was made available by the developer in 
July, 2001. Following 4 months of testing, this 
release was put into production and made avail-
able to the providers. Upgrades to the graphical 
user interface (GUI) and more extensive infor-
mation about claims, checks and insured eligi-

Exhibit 1 
Basic Survey Results

Basic Questions Answered 
“yes”

% of 391  
returned  
surveys

Of those 
with  

Internet 

Do you have Internet in the office? 148 37.9%
Have you used Electronic Data Interchange (EDI) to 
submit claims in the past? 227 58.1%

Have you ever used the Internet to check on claims status, 
eligibility status or plan parameters? 13 3.3%

Would you use the Internet to check claims status, 
eligibility status or plan parameters? 197 50.3% 139.7%
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bility were included. This significant upgrade 
included GUI improvements, system fixes and 
enhancements requested by SHCA and other 
companies licensed to use the NCSS. Release 3, 
the final software upgrade included an interface 
for two-way communication between the claims 
administrator and the health services providers. 
SHCA received this release in February, 2002. 
After another 4 months of testing, the improve-
ments were put into production and released to 
the providers. This was a very significant release 
of the software since it completed the technologi-
cal functionality of the NCSS as proposed by the 
committee. The implementation of this release 
was completed 12 months after the initial launch 
of the system. Thus, within one year, and by Re-
lease 3 of the NCSS, dental provider customers 
could check insured eligibility, confirm claim 
processing status and submit claims over the 
Internet without intervention by the insurance 
company’s customer service personnel.

The committee and software developer were very 
cognizant of making the system work effectively 
and efficiently for the healthcare providers. They 
concentrated on eliminating barriers that might 
inhibit or discourage use of the system by the 
dental provider offices. The system was free for 
access by the healthcare providers and only re-
quired a basic registration. There were no con-
tracts, licenses or special agreements required 
for the providers to complete before using the 
system. The system was a web-based browser 
product compatible for use with any Internet 
browser (i.e., Windows Internet ExplorerTM). The 
NCSS required no special installation programs 
or software. Some of the dental provider offices 
already used similar NCSS software products. 
Many providers (58.1%) used electronic data 
interchange (EDI), a similar technology, with 
other claims administrators for claims submis-
sion. From these results SHCA determined there 
should have been very little need for training or 
specialized technological support. 

The committee felt the new NCSS would cre-
ate a true advantage for its healthcare provider 
customers, especially compared to waiting in 
a phone queue and the traditional method of 
claims inquiry, i.e., phone calls to customer ser-
vice. The NCSS offered timely and accurate data, 
was a secure interactive environment, was easy 

to use, and improved operating efficiency for the 
dentists. Dental providers could check insurance 
eligibility of enrollees, review claim status, deter-
mine if a claim had been paid and when it had 
been paid, and submit dental claims for payment 
on-line. In short, the NCSS was designed to cre-
ate time saving advantages for the providers, thus 
leading to lower operating costs for both the 
company and healthcare providers.

After their review, the committee was confident 
there was very little if anything wrong with the 
NCSS software itself. The committee had also 
compared their system to the NCSSs of larger 
competitors and felt its features were comparable, 
if not better than the other companies’ systems. 
SHCA was very pleased with the NCSS product 
they were offering to their healthcare providers. 
Some dental providers had also reported how 
much they liked the system and its interface.

THE PROMOTIONAL PLAN

The company made six basic promotional at-
tempts, each of which corresponded with the 
releases of the upgraded versions of the NCSS. 
Exhibit 2 presents the six promotional activities, 
the methods of information dissemination, the 
corresponding announcements of NCSS func-
tionality, and the number of NCSS users that 
registered for the system following each cam-
paign. From Exhibit 2 we see the final adoption 
rate by system users was 12.8%. 

LITERATURE REVIEW

There are two things at work in this case that 
make for an interesting post hoc analysis. First 
is the execution of the promotional activity and 
second is the effect of the system releases and 
stage of product completion on adoption. 

First, the marketing literature indicates that 
suppliers’ promotional activity has a significant 
effect on customer organizations’ adoption deci-
sions (Bao, 2009). Firms can typically experience 
a 20-40% customer base adoption rate for new 
online services based on their ability to prove the 
capabilities of the system (Marketing Leadership 
Council, 2004). Thus, the onus is on the compa-
ny, like SHCA, to show their healthcare service 
providers that the new NCSS will provide rela-

tive advantages that exceed the financial, opera-
tional and social advantages compared to their 
old way of doing business, the status quo (Rogers, 
1995). Initiator-suppliers of new Internet-based 
technologies must therefore make use of pro-
motional activities to pursue recommendation 
strategies that actively communicate the benefits 
of new technologies and reduce risks associated 

with using the NCSS. As an initiator-supplier 
of new Internet-based technologies SHCA must 
therefore make use of promotional activities to 
pursue recommendation strategies to communi-
cate the benefits of the NCSS to their healthcare 
providers. This should in turn reduce the health-
care providers’ perception of risk associated with 
using the system and get them to adopt the sys-

Exhibit 2 
Promotional Campaign and Announcements of  

NCSS Functionality over 185 weeks

Promotional Activity, Week Initiated and 
Method of Information Dissemination

Announcements of  
NCSS Functionality

Cumulative Ongoing Users after 
Promotional Activity (in bold)

#1 - Basic Tabbed Tri-fold Brochure

Week 1 – Tri-Fold Flyer available at 
Dental Association Meeting

System Release 1

Availability of Basic 
System

Through 8 weeks:

10 

(0.4% of provider population)

#2 - Basic Tabbed Tri-fold Mailer

Week 9 - Mailed to Dental Provider List

Availability of Basic 
System

Through 18 weeks:

10

(0.4% of provider population)

#3 - Basic Tabbed Tri-fold Mailer

Week 19 -Mailed to Dental Provider List

System Release 2 

Upgrade and Future 
Availability of 
On-line Claims 
Submission 
Processing

Through 51 weeks:

43

(2.7% of provider population)

#4 - Letter from VP of Administration 
and Professional Design 

Week 52 - Mailed to Dental Provider List

System Release 3 

Upgrade and 
Availability of 
On-line Claims 
Submission 
Processing

Through 61 weeks:

86

(5.4% of provider population)

#5 - Change On-hold Message to 
encourage customers to use the web-page

Week 62 - Call Management System 
“On-hold” Message Changed

Availability of 
System and On-line 
Claims Submission 
Processing

Through 122 weeks:

139

(8.9% of provider population)

#6 - Professional Design 

Week 123 - Mailed to Dental Provider 
List

Cash Flow 
Improvement 
Available by using 
On-Line Claims 
Submission Process

Through 185 weeks:

200

(12.8% of provider population)
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tem (Iacouvou et al., 1995; Woodside and Bie-
mans, 2005). 

Second, the literature deals with Adoption 
Theory and why organizations, like these dental 
providers, would adopt and use a new innovation 
like the NCSS (Rogers, 1995). The marketing 
and technology literature has shown that there 
is a relationship between product completeness 
and the adoption of technologies by organiza-
tions (Moore, 2002). In other words, the more 
complete a product is, the greater the likelihood 
of adoption by organizations. Diffusion of Inno-
vations theory suggests that there are five classifi-
cations of adopter to help us understand why and 
when certain organizations adopt. These groups 
include (1) innovators, (2) early adopters, (3) 
early majority, (4) late majority, and (5) laggards 
(Rogers, 1995). The first three of these groups are 
most important to this study.

Innovators are generally defined as the first 2.5 
percent of eventual adopters and are considered 
to be venturesome (Rogers, 1995). They are very 
eager to try new ideas and will accept products 
and services they may perceive to have factors of 
risk, i.e., system incompleteness. Expenses (or 
costs) related to trying a new product or service 
(like the NCSS) are not a problem because the 
innovator generally has enough financial resourc-
es to absorb the possible loss owing to extra costs 
incurred in adopting and using the new service. 
They also are willing to accept an occasional set-
back when the innovation does not work as ex-
pected or is incomplete in form. 

Early adopters, the next 13.5 percent of even-
tual adopters, are usually the first group to truly 
adopt the new idea after its general release. Early 
adopters are often the opinion leaders of the so-
cial system or channel, and thus important to 
word-of-mouth and to the spreading information 
about the innovation. Compared to other chan-
nel members, early adopters have been described 
as well-integrated within the channel, enjoying 
above-average social status. This means they, like 
innovators, can absorb the cost of the failure of 
an innovation. Early adopters are often consid-
ered to be opinion leaders and key to “spread-
ing the word” about new products and services. 
Thus, companies like SHCA should seek the 
early adopter category to be a local leader for 

speeding the diffusion of information about the 
NCSS.

Finally, the early majority adopts innovations 
just before the average member of a social system. 
The early majority’s unique position between 
those that are early to adopt and those who are 
relatively late to adopt makes them extremely 
important to the spread of the product (diffu-
sion). This group is cost-conscious, expects a com-
plete product and is much more diligent in the 
adoption decision process than the innovators 
and early adopters. While innovators and early 
adopters will embrace a less than perfect product 
and may use it even though it lacks many of the 
expected features, the early majority adopters are 
more deliberate, risk averse and tend to wait to 
adopt until a product or service meets all their 
expectations.

Thus, adoption theory indicates that the early 
majority category of adopters differs in its expec-
tations of product completeness to the innovator 
and early adopter categories. This is the begin-
ning of the mainstream market and the key tar-
get group for new technologies (Moore, 2002). 
Companies like SHCA should target their inno-
vation (NCSS), and promotional effort towards 
this group.

CASE ANALYSIS

Exhibit 3 presents the cumulative adoption of 
the NCSS over the 185 week period in review for 
this case. An analysis of this exhibit and Exhibit 
2 shows that the launch of the NCSS product 
reached only the early adopters, less than 16% 
of potential user/adopters. Spikes in the graph 
around weeks 52 and 123 show that adoption 
by the NCSS users increased dramatically when 
these providers recognized that the NCSS was 
more complete and met more of their needs. As 
shown in Exhibit 3, the number of adopting 
NCSS users varied from zero in several weeks to 
as many as 17 in Week 52 following the fourth 
promotional activity. Thus, through visual analy-
sis, we can see that SHCA’s six promotions had 
some effect on NCSS users’ adoption. Moreover, 
the promotions were aligned with the three sys-
tem releases and thus, there is a two dimensional 
effect between the promotions and system com-
pletion. 

T o analyze this effect the company sought the 
assistance of a nearby university to analyze their 
data and help determine the problems related to 
their lack of success in the NCSS launch. Since 
the company’s promotional activities were inten-
tionally linked to the three stages of system com-
pleteness, the researchers determined that a mul-
tiple regression model would be a parsimonious 
way to show the effect on promotion and system 
completion on adoption by users of the NCSS. 
The researchers established a regression model 
to determine if the visual analysis of Exhibit 3 is 
supported statistically (see Appendix 1 for more 
in-depth analysis).

In this model the weeks following the promo-
tional activities and system release stages were 
used as independent predictors of the number 
of NCSS users adopting the system. The results 
of the research and regression model are shown 
in Appendix 1 and confirm that promotional 
activities have some influence on adoption by 
NCSS users. However, this influence is far more 
pronounced for the promotions associated with 
System Release 3 than for System Releases 1 and 
2. The promotional activities for System Release 
3 yield highly significant increases in adoptions 
by NCSS users during the periods immediately 
following promotions. These findings, consis-
tent with adoption theory, provide support that 

system completeness has a strong influence on 
NCSS user adoption.

The regression analysis also shows that during 
the periods when there was no promotion, Sys-
tem Release 1 did not have a significant influence 
on NCSS user adoption. System Releases 2 and 
3, the more completely featured systems, did in-
fluence adoption by NCSS users in these periods 
of no promotion. The three system releases show 
an impact on adoption that is not dependent on 
promotion (this can be assessed by examining 
the coefficients on the independent variables). 
For example, the coefficient of System Release 3 
is 1.85 (b30) which is 3 times greater than the co-
efficient for System Release 1, which is 0.58 (b10). 
The coefficient of System Release 2 is 1.26 (b20) is 
more than 2 times greater than that for System 
Release 1. Both are significantly greater and sta-
tistically important. These statistics, along with 
the peaks in numbers of ongoing users adopting 
the system (as shown in Exhibit 3) illustrate the 
effect of system completeness. Thus, the regres-
sion analysis (Appendix 1) and visual analysis 
of Exhibits 2 and 3 together demonstrate that 
system completeness, with some influence from 
promotional activities, positively influenced the 
adoption and usage of the NCSS by the dental 
providers.

 

Cumulative 

0

2

4

6

8

10

12

14

16

18

1 9 17 25 33 41 49 57 65 73 81 89 97 10
5

11
3

12
1

12
9

13
7

14
5

15
3

16
1

16
9

17
7

18
5

Week #

# 
of

 O
ng

oi
ng

 U
se

rs

0

50

100

150

200

250

Exhibit 3 
Weekly and Cumulative NCSS User Adoptions in Weeks 1 to 185



David W. Palmer, Arthur Allaway, Giles D’Souza, & Alexander E. Ellinger The SHCA Case: A Retrospective Look at a Net-Based Customer Service System Launch

48 International Journal of the Academic Business World 49Spring 2011 (Volume 5 Issue 1)

DISCUSSION AND  
LESSONS LEARNED

From the regression analysis the researchers de-
termined that the NCSS itself, when all features 
were completed, was not a deterrent to adoption 
by NCSS users. With that in mind, the weaker 
results for the promotional activities in the re-
gression analysis show that the problem must be 
associated with the promotion and marketing 
plan used in the launch. Based on the unexpected 
shortfall in users of the system a consensus be-
tween the researchers and the SHCA commit-
tee concluded that the company had not created 
a marketing plan that was effective in reaching 
their customers. SCHA failed to reach the early 
majority, the most important group in the adop-
tion and diffusion process (Moore 2002). From 
their analysis the committee and academic re-
searchers determined the relatively low number 
of adoptions by NCSS users could be associated 
with two specific things that were lacking in the 
promotional plan: 1) The lack of follow-up by 
SHCA to show potential users the benefits of the 
completed NCSS; and 2) A lack of involvement 
by SHCA with the potential users of the NCSS. 

First, the relatively low number of NCSS users 
adopting the system can be associated with a lack 
of follow-up by the company. After the sixth pro-
motional effort, when the product had reached 
completeness, SHCA discontinued its marketing 
plan. The reasons for this stoppage are not cer-
tain, but one reason mentioned by the committee 
was budgeting and costs. Thus, after finishing the 
initial launch of the system, there was somewhat 
of an expectation by the company that the obvi-
ous benefits of the NCSS would sell themselves 
to dental providers without any further promo-
tion. From the number of NCSS users adopting 
the system this was certainly not the case. The re-
ality was that most dental office customers were 
happy with the status quo in their offices and 
were not particularly enthusiastic about learning 
what the new system could do for them. What 
SHCA had not realized was that the value of the 
of the system and its capabilities were perceived 
by the NCSS user (dental provider user/adopter) 
and not conceived by the NCSS developer or the 
firm. Thus, the potential users should have been 
made aware of the benefits of the NCSS and its 
relative advantages over their traditional opera-

tional activities. By carefully explaining the ad-
vantages of the new technology and showing how 
it addresses weaknesses in current provider prac-
tices there could have been improved adoption 
by potential users of the NCSS. The mailing of a 
few promotional fliers is truly a minimal attempt 
at getting this done. A totally integrated market-
ing plan is needed to make this communicate the 
capabilities of the system. Companies that are 
excellent at communicating these capabilities in-
clude Microsoft who introduced the “Microsoft 
Big Days” initiative for launching new software, 
services and products in the late 1990s (Gates, 
1999). These were very successful for Microsoft 
and SHCA could have hosted “parties” like them 
to explain the capabilities of the NCSS and get 
feedback from users. These parties in SHCA’s 
market area may have generated higher levels of 
awareness for the healthcare providers, generated 
more word-of-mouth discussion, and diffused in-
formation about the advantages of the NCSS to 
providers and potential users. 

Second, SHCA should have reached out to po-
tential NCSS users with training teams, with 
focus groups, and by involving users in up-front 
design and planning (Rae-Smith and Ellinger, 
2002). A proactive approach to visiting dental of-
fices and explaining the capabilities of the NCSS 
should have been a priority. SHCA should have 
provided hands on training for the dentists, 
showing how the NCSS could help customers 
improve their operational performance. Focus 
groups with actual customer users would have 
provided feedback to determine the perceived 
advantages and disadvantages of the system. This 
also would have helped SHCA determine how 
well users understood the different aspects of 
the NCSS and how it was meeting their needs. 
If SHCA had gathered this information, it may 
have helped them better to tailor the system for 
training programs and promotional efforts di-
rected to prospective users. 

Even though this case is limited by its location 
and adopting group (southeastern U.S. dental of-
fices) it gives a powerful message for companies 
wanting to set up Internet-based customer ser-
vice systems for their channel partners. It takes 
more than a pre-launch survey and a few promo-
tional mailings to get the majority of potential 
users, like healthcare providers, to adopt even the 

best Internet technologies. A well-formulated 
and integrated marketing plan should be used 
to stimulate adoption by users. Firms launching 
an on-line customer support systems, like the 
NCSS, should be very involved with potential 
users, especially during the launch process. Com-
panies must also recognize the importance of 
the early majority group of adopters by creating 
a product for them and communicating the ben-
efits of the product to them. SHCA did not do 
this and got less than satisfactory results (12.8% 
adoption). As discussed earlier, the firm may 
have stopped its promotion activities for budget-
ary reasons. If they stopped their promotional 
effort after approximately two years (123 weeks) 
because of expenses, SHCA missed the chance 
for its greatest return on investment. By discon-
tinuing their promotional efforts just as the early 
majority group began to adopt, SHCA missed an 
opportunity for exponential growth in adoption 
by their NCSS users.
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APPENDIX 1

As presented in the following table the regression 
analysis examines the weekly totals of dental of-
fice adopting the NCSS. For classification of the 
promotional activities in the model, the three 
weeks immediately following the start week of 
each promotion are named “on promotion” pe-
riods. (Four weeks, inclusive of the promotion 
week, were chosen as the limit of post promotion 
effects based on visual inspection of the data.) 
Since there are six promotions and four weeks 
adoptions measured for each promotion, there 
are 24 promotional activity (“on promotion”) 
weeks in which the effects of suppliers’ promo-
tional activity on user adoption can be assessed. 
The other 161 (185 minus 24) weeks are classified 
as “off promotion” periods. The three system re-
leases are classified separately by their own dich-
otic variables, thus giving a 3 x 5 model for the 
regression analysis. In order to take into account 
a possible time trend a variable “Wt” or week of 
adoption is also included. Indicator variables 
“VitPjt” representing the system release and the 
corresponding promotion “Pkt” are also included. 
The subscript “j” defines the system release num-
ber (j=1, 2, 3). The subscript “k” defines the ab-
sence of a promotion (k=0) or the specific stage 
of promotion, “Viz”., the start of the promotion 
(k=1) or the one to three weeks after (k=2, 3, 4). 
There are three system releases and there are five 

stages of promotion: the four weeks of “on-pro-
motion” and the “off-promotion” periods. Thus, 
the influence of promotional activity can be cap-
tured with 15 (3 x 5) dummy variables and the 
regression can be written symbolically as

Yt = aWt + bijVitPjt 

Where t = 1,2,…185 represents number of weeks; 
i = 1, 2, 3 represents the System Release; j = 0 rep-
resents no promotion (“off promotion”), j=1,…,4 
(i.e., 1=week of promotion (“on promotion”), 2 = 
first week after, etc.); Yt = number of NCSS users 
adopting in week t; Wt = week t; Vit = System 
Release i in week t; and, Pjt = promotion level j in 
week t. The promotional effort in week “t”, is in-
dicated by the interaction of the System Release 
version (V) and level of promotion (P). 

In summary, “Yt” is the dependent variable de-
noting the number of adoptions in week “t”, and 
the weeks (Wt) and the promotional activities 
(VitPjt) are denoted the same way. The coefficient 
“a” indicates the effect of the time trend on ongo-
ing usage and the fifteen “b” coefficients indicate 
the effects of the promotional activities on ongo-
ing usage. The effect of the three system releases 
are captured by “bj0”, while the effect of the pro-
motions are captured by “bj1” to “bj4”. 

Regression Model: Yt = aWt + bijVitPjt 

N = 185: Adjusted R-square: 0.46 (p-value of F statistic: <0.0001)

Effects of System  
Release 1

System  
Release 2

System  
Release 3

Week 0 “on promotion” (j=1)
Coefficient 0.53 0.13 8.55
SE 1.16 1.64 0.99
Significance 0.645 0.936 <0.001*

Week 1 “on promotion” (j=2)
Coefficient 3.04 0.14 4.56
SE 1.16 1.64 1.00
Significance 0.009* 0.932 <0.001*

Week 2 “on promotion” (j=3)
Coefficient 0.05 5.15 3.57
SE 1.16 1.64 1.00
Significance 0.966 0.002* <0.001*

Week 3 “on promotion” (j=4)
Coefficient 0.06 0.15 2.91
SE 1.16 1.64 1.00
Significance 0.962 0.925 0.004*

System Release (j=0)

“off promotion” weeks

Coefficient 0.58 1.26 1.85
SE 0.52 0.34 0.49
Significance 0.069 <0.001* <0.001*

Time (weeks)
Coefficient -0.007
SE 0.004
Significance 0.069

* p<= 0.05
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INTRODUCTION 

A conventional perception about staff develop-
ment as occurring infrequently at an off-site loca-
tion has slowly been transforming into a concept 
where excellent staff development occurs in the 
workplace rather than in a workshop (DuFour, 
2004). The concept of workplace staff develop-
ment was introduced into the Student Affairs 
division of this southern university producing a 
change of culture through good leadership and 
employee empowerment. This paper will discuss 
how leadership can effectively change work cul-
ture, how empowering staff with professional de-
velopment can be implemented and a description 
of the programs that were created to accomplish 
this.

“The research clearly shows that the sector of the 
workforce in which a practitioner is located….
is the single most significant variable in deter-
mining professional development attitudes and 
issues, with each requiring different strategies” 
(Mackay, Burgoyne, Warwick & Cipollone, 
2006). Organizational structures and cultures 
have also been shown to impede changes that 
are at the crux of professional development pro-
grams and thus must be changed. The essential 

characteristic of effective professional develop-
ment is that it involves continuous learning in 
collaborative problem-solving. Job-embedded 
staff development will move the focus of pro-
fessional learning to the workplace. However, 
shifting to site-based staff development does not 
ensure improved learning for the participants 
(DuFour, 2004). To accomplish this collabora-
tive learning, leadership must bring cohesive-
ness to organizations by establishing clear goals, 
coordinating efforts to achieve those goals, and 
sustaining the effort over an extended period of 
time (DuFour, 2004). 

There are many different sources that indicate 
topics, practices, challenges or characteristics 
that describe leadership. In the Five Practices 
of Exemplary Leadership framework, Posner 
and Kouzes (2002) describe the five leadership 
practices as 1) modeling the way; 2) inspiring 
a shared vision; 3) challenging the process; 4) 
enabling others to act; and 5) encouraging the 
heart. “Findings have been relatively consistent 
across people, gender, ethnicity and cultural 
backgrounds, as well as across various organiza-
tional characteristics” (Posner & Kouzes, 2002). 
In his article entitled How to Overcome 
Leadership Challenges, Drew Stevens (2007) 
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identifies these eight prevailing challenges or top-
ics that encourage good leadership 1)humility; 2) 
energy; 3) intuition; (4) vision; (5) perspective; 6) 
passion; 7) conviction; and 8) learning. The Brian 
Tracy College of Business and Entrepreneurship 
at Andrew Jackson University lists five leader-
ship challenges anyone can overcome 1) creating 
and maintaining a diversified team; 2) inspiring 
others to share the leaders/organizational vision; 
3) facilitating open and clear communication 
among coworkers; 4) empowering incumbents to 
take action; and providing inspiration to others 
(Andrew Jackson University, 2010). Yet another 
source for personnel improvement recommends 
establishing and understanding connections 
between supervision, staff development and 
evaluation, three distinct, yet connected dimen-
sions of personnel improvement (McQuarrie & 
Wood, 1991). The Motivational Framework 
for Culturally Responsive Teaching re-
spects different individual cultures and works 
at the same time to create a common culture 
in the learning situations that all adults can ac-
cept. This framework includes four motivational 
conditions that the instructor and the learners 
collaboratively create or enhance 1) establishing 
inclusion; 2) developing attitude; 3) enhancing 
meaning; 4) engendering competence (Wlod-
kowski, 2003). Many more publications can be 
found that explain and describe characteristics, 
topics, leadership skills and challenges to be used 
in staff development programs. The following 
section of this paper describes just one case study 
in leadership and staff development. 

CASE STUDY

A successful leader realizes that the success to the 
organization, regardless of size, is the heart and 
spirit of its employees, the relationships among 
them and their shared sense of community and 
vision. A high performing and successful orga-
nization often has passion, purpose, and shared 
values. Kouszes and (2007) identify five prac-
tices common to most extraordinary leaders as 
listed in the introduction. The case study below 
describes several projects or programs which il-
lustrate three of these practices: 1) inspiring a 
shared vision; 2) challenging the process; and 
3) encouraging the heart. This case study came 
about as part of a university student affairs staff 

development program in a medium sized univer-
sity in southern Texas. Sample descriptions of the 
projects and their relevance to tried staff develop-
ment experiences will be examined.

THE SERV PROJECT: 
INSPIRING A SHARED VISION

Finding a method to bring everyone in the or-
ganization to a common theme of interest or 
vision is often a challenging task. This common 
vision was accomplished by a staff development 
project entitled SERV (Staff Empowerment 
through Reading Ventures). A committee of 
volunteer staff ranging from the clerical to the 
professional ranks in a student affairs division of 
approximately 85 employees was formed to se-
lect a theme that aligned itself with the already 
established and agreed upon values of the orga-
nization. In the first year, the SERV committee 
was appointed by the Vice-President of Student 
Affairs (VPSA) from individuals expressing an 
interest in working on an innovative venture. In 
subsequent years, the SERV committee sought 
volunteers from the various departments com-
prising the division of student affairs. The task of 
the SERV committee was to identify reading ma-
terials that would be of interest to a wide range of 
individuals performing clerical and professional 
duties in the division of student affairs and that 
would be relative to the annual selected theme. 
Themes selected over the years ranged from the 
importance of customer service to understand-
ing the foreign student educational experience to 
service learning. The reading materials selected 
by the committee often included short stories, 
journal articles, poems, cartoons, book excerpts, 
etc. The SERV committee was careful to include 
in the collection of readings something of inter-
est to everyone in the division. 

At the start of the academic year, a notebook 
containing the collection of readings was given 
to each employee along with a formal notice to 
attend a focus group meeting to be held in the 
spring of that academic year. Members of the 
SERV committee facilitated the various focus 
groups in the spring at which time the read-
ings were discussed and debated. This year long 
project served to bring all in the organization, 
regardless of assignment, to come together and 
participate in common ground dialog and issues 

relevant to the organization and the shared val-
ues of the community of employees. Attendance 
to these focus groups never dropped below 98% 
over a four- year period and the comments from 
the employees were positive as they felt uplifted 
and members of a greater good.

NEXT GENERATION ACADEMY: 
ENABLING OTHERS TO ACT

Recognizing the talent within and grooming 
those employees to take on greater challenges 
gives an organization depth and strengthens the 
very foundation of the enterprise. Good leaders 
surround themselves with good people and are 
not afraid to empower others. This empower-
ment insures the success of the organization and 
the retention of employees. To that end, this stu-
dent affairs division created what became known 
as the Next Generation Academy. 

The Next Generation Academy was a leader-
ship development experience for employees who 
demonstrated a desire, along with a potential, 
to accept greater challenges and take on addi-
tional responsibilities in administrative/leader-
ship roles. Participants could self-nominate or be 
nominated by their supervisor to be considered 
for this year-long experience. A cohort of ten (10) 
employees was selected annually. Participation in 
the academy involved two days a month atten-
dance in a curriculum based leadership experi-
ence. Topics ranged from ethics, university bud-
geting, public relations, and conflict resolution to 
other related leadership practices. The academy 
was headed by the VPSA, who oversaw the cur-
riculum, and included speakers ranging from the 
university president, the provost and various de-
partment heads. 

An analysis of the Next Generation Academy 
participants over a five-year period found that 
many of these graduates had moved or been 
promoted into administrative positions such as 
Associate Vice-President for Enrollment Man-
agement, Associate Vice President of Student 
Affairs (at a local community college), Registrar, 
and Department Heads throughout the universi-
ty. The growth of individuals in this program was 
recognized by a visiting team from a regional ac-
creditation association (SACS) by awarding the 
university a commendation for this innovative 

staff development practice. Participants in this 
program have consistently provided comments 
indicating how proud they felt being recognized 
as having potential to grow in their positions or 
be promoted to other positions.

GEM AND WOW! PROGRAMS: 
ENCOURAGING THE HEART

Often, it is the recognition among peers that is 
valued and prized by employees and in turn en-
courages the heart and fuels the passion and 
commitment to the enterprise. Two staff devel-
opment models were designed to celebrate and 
recognize both individual and team accomplish-
ments on a regular basis. 

 The first model, known as the GEM (Going the 
Extra Mile) award, was established to recognize 
individual meritorious efforts on an annual basis 
at the division level. Employees could self-nomi-
nate or be nominated for this award by their su-
pervisors or peers. This award focused on work 
that went beyond the expected contributions of 
their job description. The GEM award was pre-
sented at the annual in-service convocation for 
staff where colleagues were given the opportu-
nity to hear about the recipients’ extraordinary 
work. Recipients were presented with a new uni-
versity name tag which now had a small embed-
ded faux diamond. Recipients proudly wore their 
name tag with the gem demonstrating that they 
were honored as a GEM awardee. In addition, 
the GEM recipient received a designated park-
ing space for a period of one academic year. The 
space had a name plate with their name and a star 
above their name. 

The second recognition model was the WOW! 
Award. Also recognized at the annual staff con-
vocation, this award was given for team effort 
in designing and implementing extraordinary 
changes in the work environment that enhanced 
the performance of their unit thus providing 
efficiency and quality of service. The winning 
team was presented with a plaque that had their 
unit’s name inscribed on it next to the year of 
the award. This was a traveling plaque they could 
proudly display in their unit for one year before 
passing it on to the following WOW! team or 
might perhaps continue in their unit if they were 
to win the award the following year. Winners of 
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the WOW! award were very proud to be recog-
nized for their team effort and would often hud-
dle hugging each other when receiving the award. 
Displaying the plaque in a prominent position 
was also a source of honor.

EMPLOYEE ORGANIZATION AND  
MENTORSHIP PROGRAMS: 

ACCOMPLISHING  
EXTRAORDINARY THINGS

Recognizing that organizations have culture and 
that culture is what sustains the enterprise, not 
structure, is one of the characteristics of good 
leadership. Organizational culture improves em-
ployee performance as it conveys shared vision, 
shared values, traditions and common expecta-
tions of commitment and passion for success. 
Good leaders establish solid programs of orien-
tation for new employees to develop an under-
standing of shared values and vision. 

This particular employee orientation program be-
gan with a welcome letter from the VPSA to new 
employees. Orientation sessions were conducted 
for new employees, once per semester, where they 
were given the division values, developed and af-
firmed by their peers; a history of the university; 
information on traditions and expectations of 
employees in the student affairs division; the stra-
tegic directions of the division; and other related 
information necessary to their successful entry 
into the job. All orientations were conducted by 
peers. Another staff development initiative was 
employee mentorship. While mentorship pro-
grams are found in many college faculty ranks, 
this university designed a mentorship program 
for all new staff from clerical to professional 
ranks. Each new employee was assigned a mentor 
from their respective unit who, in keeping with 
the spirit of the origin of the word mentor, took 
care of the new employee, offered advice, wisdom 
and assurance that they could succeed. Mentors 
were selected by compiling a list of volunteers 
from the division. Both mentor and mentee were 
recognized at the staff convocation held annu-
ally. Because the employee was new to the posi-
tion, they felt that having a mentor was standard 
practice. The mentors, however, experienced pro-
fessional growth as a result of the experience as 
they shared their knowledge they grew stronger 
and more confident in that knowledge. This was 

a professional development experience for them 
as well as the new employee.

SUMMARY

Leadership and empowerment efforts by means 
of staff development projects described earlier 
create a sense of ownership and commitment 
in the enterprise for all employees throughout 
the organization. No one should try to neither 
manage nor control employees through systems, 
structures and processes, at least no one who 
wants to accomplish extraordinary things in 
their organization. The model projects described 
herein have been taken from a southern Texas 
and are applicable to other organizations regard-
less of the size of the enterprise. This workplace 
staff development program when designed with 
some of these leadership practices in mind is 
very cost effective rather than sending employ-
ees out of the workplace for training. Employees 
responded positively about each of these projects 
and the overall result was that the student affairs 
division at this university was a very cohesive and 
progressive group.
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INTRODUCTION

This paper studies the impacts of IT introduc-
tion in public service organizations in a period of 
fourteen years. The first phase of this study was 
conducted at a time when organizations were 
focusing on information management and pro-
ductivity gains. The second phase was adminis-
tered fourteen years later, in a time when most 
IT adoption efforts were mediated by strategic 
considerations. The focus of IT introduction has 
shifted to knowledge management focus and to 
enhancing managerial effectiveness. 

The first phase of the study analyzed a total of 
140 IT/IS projects that were introduced in or-
ganizations delivering services in the New York 
metropolitan area. Data were collected dur-
ing 1992 and 1993. The follow-up phase of the 
study used interviews with 37 middle managers 
(none of them participated in the first phase) 
from various public service organizations dur-
ing 2005-2007. All managers interviewed had 
been involved with IT efforts for more than five 
years. This research design represents a common 
form of ex-post facto analysis, in which the ex-
ploration of relationships between variables is the 
main focus. The questionnaire used in the first 
phase was self-administered in a report format, 
wherein managers were asked to describe (i) the 

organizational context and problems; (ii) the IT 
intervention or managers’ response to the prob-
lems; and, (iii) the benefits that resulted from the 
introduction of IT. In the follow-up phase, the 
interviews used a similar version of the survey, 
focusing on the same themes. However, the ques-
tions in the 2nd phase were not project specific as 
it was in the first phase, but they were general and 
related to the overall managers’ experience with 
IT introduction. 

The objective of this study was to determine 
how mid-level managers in public organizations 
perceive the relationship between the introduc-
tion of IT/IS and their business operations and, 
thereby, draw lessons aimed at increasing or-
ganizational learning for both researchers and 
managers. Mid-level management is part of the 
dominant coalition that introduces, approves, 
and manages planned change. They are in charge 
of the operational and tactical levels of decision 
making. As they manage the delivery systems and 
the production of services in the organization, we 
should consider mid-level managers’ outlook as 
one of several suitable perspectives for assessing 
the organizational changes associated with the 
introduction of information technologies. 

Constructing a Model for the Diffusion of  
IT/IS in Public Service Organizations

Mahmoud M. Watad
William Paterson University of New Jersey 

Wayne, New Jersey

ABSTRACT
This article presents and discusses the results of a study that explored the organizational impacts 
associated with the introduction of IT/IS in public service organizations. Managers in these organi-
zations perceive that most impacts of IT/IS are in the areas of task execution, service delivery, and 
productivity factors. Additionally, they perceive IT/IS as an organizational intervention aimed at 
improving environmental relationships such as accountability and quality of service. Managers do 
not perceive information technology as influencing the quality of employees’ work life. One of the 
main conclusions of this research is that managers seek very little change in organizational structure 
and people attributes. Managers introduce IT/IS to reflect the existing structural arrangement and 
to enhance the structural status quo. This paper attempts to present the results by constructing a dif-
fusion model that reflects the impact areas of IT/IS in public organizations. 
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IT-ENABLED  
ORGANIZATIONAL CHANGE

Organizations invest in information technologies 
to produce benefits in information processing and, 
consequently, to improve individual and organi-
zational performance (Drucker, 1988; Hammer, 
1990; West, 2001; Watson, 2003). Another reason 
for organizations to adopt computing technolo-
gies may be associated with the idea of symbolizing 
commitment toward new ways of conducting busi-
ness (Danziger and Kraemer, 1986; Raadschelders, 
2005; Starks, 2006). In general, managers invest in 
information technologies because they attempt to 
achieve such ends as lowering the time and the cost 
involved in producing the goods and services they 
are responsible of. However, managers also are in-
creasingly striving for other IT-enabled ends, such 
as the creation of a competitive advantage or gain-
ing a strategic edge (Rocheleau, 2002; Holden, 
2003; Bretschneider, 2003). Additionally, IT/IS 
tools are enabling new ways of conducting busi-
ness, and are becoming an integral part of most 
organizational processes in all industries (Markus 
& Robey, 1988; Straub & Wetherbe, 1989; Dav-
enport & Short, 1990; Watson, 2003; Holden, 
2003). 

The research framework of this study builds upon 
work in the fields of IT/IS and organizational 
change which sought to identify the organiza-
tional determinants and impacts associated with 
the introduction of IT (Rockart and Flannery, 
1983; Attewell, 1984; Panko, 1990; Huber, 1990; 
Bretschneider, 2003), and to identify the organi-
zational factors key to the successful introduc
tion and implementation of IT in an organization 
(King and Kraemer, 1985; Kwon and Zmud, 1987; 
Bretschneider, 2003; Al-Gahtani, 2005; Watad, 
2006). 

The introduction of IT/IS in organizations can 
differ in many ways. Two primary ways to differ-
entiate efforts are based on orientation and scope. 
The orientation of IT/IS may be in terms of use, 
such as using IT in: (i) report generation or on-
line search and query; (ii) decision support, that 
is to employ analytical models to assist managers 
in making decisions; or (iii) expert systems, which 
replicate human expertise and are able to make 
intelligent decisions. The scope of IT/IS refers to 
whether IT use takes place by an individual user, 
a unit, the entire organization, or the entire sup-

ply chain of the organization. For example, at the 
organizational level, IT/IS has been implemented 
and used in various ways: integrated enterprise 
systems that cross the boundaries of departments; 
local area networks that may integrate one or more 
units; intranets, and extranets to include external 
users. 

IDENTIFYING IMPACTS OF  
IT INTRODUCTION

The conceptual framework that guided this re-
search categorized the impacts of IT into two 
groups: (i) changes in organizational elements, 
such as changes in the structure; and (ii) changes 
in organizational outcomes (Campbell, 1977), 
such as changes in productivity. An organization’s 
elements, according to Leavitt (1965), include its 
structure, its technology, its people and its tasks. 
Leavitt’s model helps simplifying the notion of an 
organization, and it tells us that a change in one el-
ement may result in changes in the others. For ex-
ample, changing the technology by introducing IT 
may generate change in the other elements of the 
organization. Similarly, change in the basic tasks 
performed by an organization is almost inevitably 
accompanied by a change in technology, that is, a 
modification of the way tasks are accomplished. 
Leavitt’s model was modified by Scott (1987), who 
replaced the element of task with that of goals and 
added the environment as a fifth, external element. 
This way he created a more comprehensive model 
of an organization. A brief discussion of organiza-
tional elements and outcomes follows.

Organizational Elements

Each of the elements can be briefly conceptualized 
as follows: Technology is the body of knowledge, 
methods, and tools employed in carrying out 
specific tasks. Tasks are units of work or specific 
activities that must be performed by the organiza-
tion to realize its goals. Organizational structure 
includes the formal assignments of authority, pat-
terns of communication, and design of activity, as 
well as the norms, values, and symbols that reflect 
the purpose and importance of organizational ac-
tivities to employees. People refers to the individu-
als available to the organization, their capabilities, 
intentions, and commitment to the organization. 
Finally, the environment, as an external element, 

includes the social, economic, and cultural factors 
that influence an organization’s activity, other 
organizations and institutions, and the state of 
knowledge and technology.	

Organizational Outcomes

Organizational outcomes are those factors related 
to the goals of the organization or to any other cri-
teria an organization uses to assess its effectiveness. 
A thorough review of the IT/IS literature on the 
organizational impacts of IT identifies four major 
organizational outcomes: productivity, quality of 
work life (QWL), competitive advantage, and re-
sponsiveness (Watad, 2000). In this paper, to mir-
ror the modified Leavitt model, the accountabil-
ity of the organization toward the environment is 
considered as a fifth external outcome. 

Each of these outcomes can be conceptualized as 
follows: Accountability can be defined as the ca-
pability of an organization to explain its actions 
to its constituencies, when being accounted for 
its deeds and performance. Quality of work life 
is concerned with employees’ well being matters 
such as reducing the level of stress associated with 
their jobs, improving job satisfaction, and en-
hancing morale and confidence. Responsiveness 
involves delivering a product or service faster and 
providing information to customers. Competitive 
advantage implies seeking to secure customer loy-
alty by linking related services, introducing new 
products or services, and improving the quality of 
products or services. Increasing productivity can 
be interpreted as increasing output (while holding 
inputs constant), saving time, and reducing oper-
ating costs. 

The following example illustrates the intercon-
nection between a change in an organizational el-
ement and a change in an organizational outcome. 
If a manager perceives that time saved in perform-
ing a task is a result of introducing information 
technology, then “saving time” would be consid-
ered a component of the organizational outcome 
“productivity”. However, changing the method of 
performing the task would be considered a change 
in the organizational element “task”. A detailed 
scheme of organizational elements and outcomes 
is presented in Appendix 1.

 RESEARCH APPROACH

The survey and the interviews used in this re-
search included only open-ended questions. As a 
consequence, an important stage of the analysis 
consisted of converting the qualitative text format 
of the data into quantifiable units of analysis. This 
was done by constructing a coding scheme that 
was consistent with the theory used to identify 
themes for both elements and outcomes. Content 
analysis, a data-reduction process, was the appro-
priate technique to do this (Krippendorff, 1980). 
Advantages of using content analysis include the 
ability to apply both qualitative and quantitative 
operations on texts, and the analyst’s inability to 
manipulate the source of the data. Therefore, con-
tent analysis yields unobtrusive measures (Webb 
et al, 1966). The fact that the questions were 
open-ended ensured a “natural setting” of data 
collection which allowed managers (the source of 
the data) to freely report on their projects rather 
than to be constrained by the researcher’s concep-
tual framework (for more details about the coding 
scheme used to simplify the measurement process, 
see Watad, 2000). 

It may be argued that for any given manager the 
particular choice of words he or she happened to 
put down determines which of the themes were 
used to code the data, even though the managers 
may have been thinking very similar things about 
the impact of their information system. While 
this may be a limitation of choosing a data collec-
tion technique that emphasizes a natural setting, 
the final analysis relies eventually in collapsing 
the separate themes into the theoretical categories 
which are conceptually very distinct. The validity 
of the analysis is strengthened by the meticulous 
process of data reduction which included expert 
consultation as well as the researcher’s profession-
al experience in the area of IT. 

With respect to the generalizability of the study, 
the format of the questionnaire and the interviews 
were simple and limited in scope, factors necessary 
to encourage many individuals to report on their 
projects. For example, respondents were not asked 
to report the negative aspects of their projects. 
This obviously represents a limitation. Similarly, 
while the study’s external validity was generated 
by collecting data from users in natural settings, 
and by a large sample, the latter was not random. 
It consisted of a set of projects which were volun-
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tarily reported. It is possible (although improb-
able) that only motivated users reported on their 
projects and probably only reported the most suc-
cessful ones. Despite these limitations the data 
collected was sufficient to explore the main objec-
tives of this study.

RESULTS:  
THE ORGANIZATIONAL IMPACTS OF IT

The main objective of the study was to explore 
managers’ perception of the organizational im-
pacts associated with the introduction of IT. The 
intention was simply to find where change took 
place from managers’ points of view. Managers’ 
perception regarding the organizational changes 
associated with the introduction of IT may be 
summarized according to how often changes 
were reported. 

Results provide evidence to divide the impacts of 
IT into six groups. The most frequently reported 
group of changes consisted of the alteration in 
the methods of task execution, streamlining op-
erations, and materialization of a new division 
of work between humans and machines. The 
average occurrence of the variables in this group 
was 95% (the frequencies are from the first phase 
and were validated in the 2nd phase). It seems 
that these changes are inseparable features that 
accompany the introduction of IT and may be 
treated as given attributes of the IT intervention. 
Furthermore, because of the high level of occur-
rence, one may consider them as proxies of the in-
troduction of IT, and suggest that they be treated 
as an integral part of the IT intervention in the 
change process. 

The second most frequently reported group of 
impacts consisted of changes in task related fac-
tors, organizational technology attributes, and 
productivity components. Specifically, these 
were: access to information, reducing processing 
time, ease of performing the task, and enhanc-
ing control over work. The average occurrence of 
variables in this group was 70% (the frequencies 
are from the first phase and were validated in the 
2nd phase). The third group also consisted of com-
ponents of the same organizational constructs 
as in the second group. These were: accuracy of 
performing task, enhancing knowledge-analysis 
capacity, altering the process, reducing opera-

tions cost, and improving decision-making abil-
ity. However, managers placed less importance 
on these variables as compared with those of the 
second group. The average occurrence of these 
variables in the 2nd phase was 50% as compared 
to 45% in the 1st phase.

Judging from the high frequency of occurrence of 
these factors, one may conclude that these were 
the most important factors that managers paid 
attention to. Additionally, one may conclude 
that these components represent where change 
actually took place as result of the introduction 
of IT in the organizations which were studied. 

The fourth most frequently reported group of 
impacts consisted of components of responsive-
ness, competitive advantage, and environmental 
relations. These were: accountability to the en-
vironment, faster delivery of service or product, 
increasing output, providing information to 
customers, and improving the quality of service/ 
product. The average occurrence of the variables 
in this group was reported as 26%. Since the 
common thread among these variables is the cus-
tomer, I have placed them under one construct 
- the service oriented construct (see next section). 
In the 2nd phase managers stated that service ori-
ented impacts are about 35%. One may conclude 
that this number still somewhat low considering 
the importance of service delivery in enhancing 
organizational performance.

The fifth group of impacts consisted of improv-
ing communication patterns, improving inter-or-
ganization relationships, and people’s skills. The 
average occurrence of the variables in this group 
was only 16% in the 2nd phase compared to 12% 
in the 1st phase. The sixth group consisted of the 
entire quality of work life components. The aver-
age reported frequency was about 7% in the 2nd 
phase compared to about 3% in the 1st phase. The 
results show that very little change has happened 
in structural factors, people’s variables, and qual-
ity of work life attributes and that these factors 
are affected the least by the introduction of IT. 
It seems that these factors are either not part of 
the attention structure of managers or IT actu-
ally had little impact on them. 

One may hypothesize, based on these results, 
that when sufficient improvement takes place in 
the core processing components, managers shift 

their attention to achieve improvements in the 
service oriented components. These results also 
provide moderate evidence regarding a potential 
paradigm shift in managerial thinking and fo-
cus as the process of change develops. The shift 
is from inward emphasis (focuses on the process-
ing factors) to outward service oriented empha-
sis. Another hypothesis, which builds on the 
previous one, is that the impact of IT may reach 
the structure and people’s attributes only later 
in the process, and eventually impact the qual-
ity of work life in the future. Indeed it may be 
that organizations have to mature in their use 
of IT in order for it to have a decisive impact on 
structural-people oriented characteristics of an 
organization. 

ALTERNATIVE CONCEPTUAL  
FRAMEWORK OF THE IMPACTS OF IT

It is possible based on the results discussed above 
to suggest alternative framework for conceptualiz-
ing the organizational impacts associated with the 
introduction of IT. The findings described above 
suggest four distinctive organizational impact ar-
eas as follows: Processing Related Factors (groups 
2 & 3), Customer Service Related Factors (group 
4), Structural and People Related Factors (group 
5), the Quality of Work Life (group 6). These im-
pacts area are listed in order of their respective per-
ceived occurrence by managers from high to low.

Processing Related Factors: Most impacts 
reported were in the areas of task execution: ac-
cess to information, ease of doing the task, ac-
curacy of task execution, and control over work; 
technological factors such as altering the pro-
cesses, acquiring knowledge, enhancing problem 
solving and decision making; and productivity 
factors such as reducing processing time and op-
erations cost, and increasing output. 

Customer Service Related Factors: Man-
agers used or perceived IT as an organizational 
intervention aimed at improving their environ-
mental relationships, specifically accountability 
to the environment, quality of service, delivering 
services, and providing information to custom-
ers.

Structural and People Related Factors: 
Managers for the most part perceived a very 

weak impact of the introduction of IT on fac-
tors related to the organizational structure. They 
introduced IT to reflect the existing structural 
arrangement and to enhance the structural sta-
tus quo. Similarly findings suggest weak associa-
tions between IT and people related factors. For 
example IT was perceived neither as a motivating 
factor nor as a force to upgrade workers’ skills. 

Quality of Work Life Related Factors: Man-
agers for the most part perceived a very weak re-
lationship between IT and quality of work life 
related factors. IT was not perceived as a source 
of comfort or stress relief.

In order to further highlight these results, the 
relationship among the various impacts of the 
introduction of IT can be conceptualized using 
a “ring model”, wherein results are depicted in a 
graphical fashion (Figure 1). This model includes 
five concentric circles, namely: (i) IT intervention 
ring; (ii) processing ring, which hosts the second 
and third groups of factors (i.e., task, technology, 
and productivity related factors); (iii) service 
ring, which hosts the fourth group of factors (i.e., 
accountability, responsiveness, and competitive 
advantage related factors); (iv) structure-people 
ring, hosting the fifth group of factors; and, (v) 
QWL ring, which hosts the sixth group of factors 
(See Appendix 1 for more details on the specific 
components of the constructs). Note that the or-

 

Figure 1 
The Ring Model
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dering of rings is determined by the frequency 
each cluster of variables was reported by the man-
agers participating in the study.

Based on the “ring model”, two potential expla-
nations can be drawn when attempting to under-
stand the impact of IT on organizations. Firstly, 
it seems that organizations must go through the 
internal rings first if they want to reach the outer 
rings. It is important to emphasize that a time se-
quence is not implied, as change in all rings may 
take place simultaneously. Instead, a diffusion 
pattern may occur, wherein a high frequency of 
occurrence implies that the organizational di-
mension is more fitting for change. A second ex-
planation could be that either the outer rings are 
not important to organizations at an earlier stage 
of IT introduction or that it is very difficult to 
achieve change in all organizational dimensions 
at the same time. Although the “ring model” is 
not meant to be normative, nor suggest causal-
ity and/or a temporal order for the diffusion of 
change in organizations, it is useful in concep-
tualizing the process of a possible sequence of 
changes in public organizations as perceived by 
their managers. Notwithstanding, a follow up 
study is needed to explore the question of wheth-
er there is a time order that governs the occur-
rence of impacts. 

It is essential to understand the Ring Model in a 
theoretical context. There are two main streams 
of research that have attempted to explain the 
diffusion of IT applications and systems into or-
ganizations. The first stream relates to the Tech-
nology Acceptance Model (TAM) as advanced 
by Davis (1989), and the second relates to the 
theory of Diffusion of Innovations (DOI) as de-
scribed by Rogers (1995). 

TAM is a theoretical model that evaluates the 
effects of information systems characteristics on 
user acceptance (Rogers, 1989; Venkatesh, V., & 
Bala, H. 2008). TAM has been widely used to 
understand and predict the adoption and use of 
IT tools and applications. According to Davis, IT 
users and managers act rationally and use infor-
mation in a systematic manner to decide whether 
to adopt, or not new IT tools in their organiza-
tions. TAM posits that there are three major de-
terminants of technology acceptance and links 
them to the attitude toward using technology. 
These constructs are perceived usefulness, per-

ceived ease of use, and behavioral intention and 
attitude towards using technology. 

In DOI, the diffusion of innovations is a “…pro-
cess by which an innovation is communicated 
through certain channels over time among the 
members of social systems” (Rogers 1995). Rog-
ers suggests measuring the following five per-
ceived characteristics of innovations to explain 
the rate of innovation adoption: relative advan-
tage; compatibility; complexity; trialability; and 
observability. According to him, the adoption of 
innovations is influenced by these five character-
istics, which, in turn, can explain the rate of tech-
nology adoption. For example, Rogers suggests 
that the greater the perceived relative advantage, 
the faster the adoption.

While TAM and DOI deal with constructs and 
assumptions to explain user behavior and atti-
tude towards the acceptance or rejection of the 
intervention, the ring model complements them 
by shedding light on the impacts of IT-enabled 
innovations on organizations. The ring model 
provides some evidence to support the DOI lit-
erature, which highlights the importance of per-
ceptions of the relative advantage in determining 
the adoption of new technologies (Moore and 
Benbasat 1991; Rogers 1995). The ring models 
also provides some evidence to support the the-
ory of TAM, which highlights the importance 
of perceived usefulness in determining successful 
IT adoption (Davis, Bagozzi and Warshaw 1989; 
Moore and Benbasat 1991). 

The most important reason behind the adoption 
of IT applications is the desire to improve orga-
nizational performance, as understood by the 
dominant coalition responsible for introducing 
IT. As such, the desire to improve organizational 
performance becomes an enabler for organiza-
tional change. In this sense the theories of rela-
tive advantage underlying DOI and perceived 
usefulness underlying TAM may provide the 
rationale for the adoption of IT-enabled innova-
tions in public service organizations. Managers 
in these organizations adopted new IT applica-
tions they perceived facilitated both a greater rel-
ative advantage and increased usefulness. These 
technologies enabled change in organizational 
elements and outcomes that were important to 
managers, as they perceived to enhance organiza-
tional performance. 

THE RESULTS IN PERSPECTIVE

There are several hypotheses concerning the ques-
tion of why managers reported certain components 
more often than others. First, if a theme or variable 
was reported to have occurred many times, it may 
indicate either that this theme was very important 
to managers, or that it was most apparent in the 
attention structure of the organizational leader-
ship. Second, the recurring components may also 
indicate managers’ desire to highlight their accom-
plishments, or what they are most proud of among 
the various competing dimensions in the reward 
structure in their organizations. Third, it may in-
dicate which components managers perceived to 
help them justify the rationale behind the intro-
duction of IT. In this case, a recurring theme will 
be a part of the legitimization structure of what or-
ganizations seek to accomplish. Fourth and finally, 
the recurrence of a particular theme may be an 
indication of what actually happened. This would 
suggest that managers are able to carefully moni-
tor their operations, and have the tools to isolate 
the impacts of the introduction of IT from other 
factors that may affect the relationship between IT 
and its impacts. 

While the first three explanations focus on the 
subjective aspect of management’s perceptions 
or intentions, the fourth focuses on the objective 
reality to which managers’ perception is directed. 
It is most likely that each of these explanations 
provides some understanding of why managers re-
ported certain components more often than oth-
ers. These reasons help place in context the impacts 
public managers perceived as they introduced new 
technology in their organizations. Yet this study is 
based on the assumption that the reported benefits 
do represent a relatively “rational” account of what 
managers perceived to have happened as they en-
gaged in their projects.

The recurrent pattern in management’s percep-
tions regarding processing and service related fac-
tors suggests that the introduction of IT in public 
service organizations was very pragmatic and di-
rected to fit a technocratic mentality. The less re-
current pattern of perceptions regarding structural 
factors suggests that managers may have created an 
attention structure focusing less on the structural 
redesign and more on task related factors. It seems 
that managers were concerned with showing im-
mediate gains through the introduction of IT, 

which implies a possible lack of long-term plan-
ning.

The absence of QWL and people related impacts 
suggest that IT was not viewed as a factor that can 
influence these dimensions. One explanation may 
be that managers’ attention was reduced because 
it is productivity what helps legitimize the intro-
duction of IT. Another explanation could be that 
it takes time for IT to influence these factors. Or-
ganizations may have to mature in the use of IT 
to reap such benefits. Nevertheless, the findings do 
suggest that managers focus more on the techni-
cal aspects (the technical subsystem) rather than 
on the human aspects of the production system of 
their organizations. 

Another potential explanation is that managers 
in these organizations may perceive themselves as 
having no influence or control over the human as-
pects of the production system. They may perceive 
that tasks and processes can be changed much eas-
ier than people’s attributes. For example, they may 
believe benefits and promotions for workers are 
designed in a rigid manner and follow predeter-
mined agreement between unions and organiza-
tions. Therefore, change in the production system 
has to come through the technical subsystem. As-
suming that people will do their jobs, consequent-
ly, if managers improve the technical subsystem 
then the production capacity will increase with the 
same level of input of the human resources.

SUMMARY

This article presents and discusses the results of a 
study that explores public managers’ perception 
of the organizational impacts associated with the 
introduction of IT. It summarizes the main find-
ings of a study that was conducted in two phases, 
within a period of fourteen years. The paper at-
tempts to link the findings to a broader theoreti-
cal perspective dealing with the role IT introduc-
tion plays in enabling organizational change. It 
concludes, at large, that the dynamics of impacts 
have not changed from a time sequencing per-
spective. However, some impacts are reported to 
be higher mainly in the service oriented impacts 
area, but still behind the core processing impacts 
area. One may conclude that the ring model is a 
valid framework for studying and understanding 
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IT-based enabled changes in public service orga-
nizations.

Managers perceive that most impacts are in the 
areas of task execution, technological and pro-
ductivity factors, which are all processing related 
factors. Additionally, managers perceive IT as an 
organizational intervention aimed at improving 
environmental relationships such as accountability 
and quality of service. Managers, for the most part, 
perceive a very weak impact of the introduction of 
IT on factors related to QWL, people, and organi-
zational structure. 

Under the assumption that the reported benefits 
represent a rational account of what managers per-
ceive to have happened as they engaged in their 
projects, one may conclude that public managers 
mainly introduce IT to reflect the existing struc-
tural arrangement and to enhance the structural 
status-quo. Most impacts reported were pragmatic 
in terms of making the production system work 
more effectively in the context of service orien-
tation. This pragmatism, however, represents a 
double-edged sword: it may produce an attention 
structure responsive to the immediate organiza-
tional objectives and tactical constituency needs, 
but it is clearly shortsighted. Sound designs and 
a continuous focus on both structural and people 
aspects may be more difficult and time consum-
ing and show fewer immediate results, but, it may 
produce long-term benefits greater than the ones 
achieved with the pragmatic approach. If manag-
ers overtake the task of continuously rethinking 
these difficult aspects, they will eventually learn 
how to change them effectively in a shorter period 
of time. 
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Appendix 1 
Scheme of Impact Constructs and Variables

Organizational Elements Constructs 

	 People and People’s Skills
	 Upgrading people’s skills (more tasks, more training)
	 Stimulating the ability to think abstractly (work becoming abstract)
	 Increasing workers’ initiative and interest
 
	 Environmental Relationships 
	 Decreasing human contact between environment and organization
	 Forging new relations with customers and suppliers
	 Improving inter-organization’s communications

	 Technology 
	 Enhancing analysis, knowledge and understanding of problems
	 Altering or simplifying process/operation (relationship among tasks)
	 Enhancing decision making capability and planning
	 Streamlining routine activities and existing tasks

	 Structure 
	 Altering division of work between machines and humans
	 Altering work flow (processing system organization)
	 Creating new pattern of communications and interaction 
	 Allowing centralization of control over decision-making
	 Allowing decentralization of control over decision-making 
	 Substituting direct supervision by impersonal control
	 Allowing shift of power (altering control of information) among organizational actors

	 Task Related Variables
	 Tasks become easier to do
	 Changing methods of performing tasks
	 Enhancing flexibility in scheduling (doing) tasks of workers 
	 Allowing more accuracy in tasks’ execution
	 Allowing more consolidation in tasks
	 Providing better and faster access to information
	 Enhancing control over work

Organizational Outcomes Constructs

	 Productivity
	 Increasing output (holding inputs constant)
	 Reducing processing (saving) time
	 Reducing operations’ cost 

	 Quality of Work Life (QWL)
	 Altering mental health (less stress/less job pressure/frustration)
	 Improving job satisfaction
	 Enhancing morale and confidence	

	 Responsiveness
	 Delivering product/service faster (faster response)
	 Maintaining updated knowledge about customers 
	 Providing more information to more customers 

	 Competitive Advantage 
	 Linking related services (for clients)
	 Improving quality of product/service
	 Introducing new service/product

	 Accountability
	 Increasing organization’s accountability toward the environment
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INTRODUCTION

Despite the fact that quality is not longer consid-
ered an order winner but rather an order quali-
fier, it continues to generate interest from prac-

titioners and researchers alike for a number of 
reasons. First, a quality product and/or service 
implies that the organization has spent enough 
resources/efforts to minimize waste which im-
plies that practices within the organization are 
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ABSTRACT
Companies around the world are moving towards outsourcing some or all of their operations in or-
der to remain in business or to gain a competitive edge.  However, one of the dilemmas that compa-
nies face is that even though quality is now considered an order qualifier instead of an order winner, 
quality practices might not be embedded into operations in other regions of the world.  Therefore, 
from a strategic and operational perspective, it is paramount to identify if differences exist among 
countries traditionally considered candidates for outsourcing from a quality practices perspective.  
In this research, we investigate the quality practices and the outcomes of these practices in three coun-
tries located in different regions of the world:  Taiwan, Costa Rica and Mexico.  The main purpose 
of the study is to find out the similarities and differences in quality practices and results among 
the countries previously mentioned.  Based on previous research in the Quality Management area, 
several constructs representing quality management practices and quality results were conceptual-
ized to develop a survey instrument.  Data was analyzed using a number of different statistical 
techniques, including MANOVA, ANOVA and t-tests.  The research findings indicate important 
differences with regards to quality practices and results, which are analyzed and discussed.  Implica-
tions for decision-makers considering outsourcing and/or joint ventures with international compa-
nies as strategic alternatives are also discussed. 
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constantly monitored and evaluated in order to 
continuously reduce costs while at the same time 
improve quality. Second, free trade agreements 
have created tremendous potential for outsourc-
ing worldwide, but at the same time demands 
for a global knowledge of quality practices in an 
international context ((Quesada 1999); (Solis, 
S.S. Rao et al. 1998); (Hoang, Igel et al. 2006); 
(Yoo, Rao et al. 2006); (Vecchi and Brennan 
2009)). Third, to remain competitive in today’s 
market environment, companies not only are 
required offer low cost – high quality products 
and services, but they also have been flexible 
enough to adapt to the continuous changes in 
the marketplace and ultimately exceed customer 
expectations. In turn, this is closely tied to qual-
ity excellence that along with a strong customer 
orientation, are prerequisites to achieve real busi-
ness excellence (Hill 2000; Klefsjö, Bergquist et 
al. 2008).

The Total Quality Management (TQM) phi-
losophy identifies a number of key components 
that can help companies become world class lead-
ers, including: customer-driven quality strategies 
and operational performance indicators includ-
ing quality results, leadership, human resources 
development, quality assurance, strategic quality 
planning, quality intelligence, supplier quality, 
customer orientation and social responsibility, 
among others. The right mix of these factors can 
minimize potential negative impacts of manufac-
turing difficulties that arise from current dynam-
ic and uncertain environments and significantly 
improve product quality and manufacturing per-
formance (Karim, A. J. R. Smith et al. 2008)). 

Developing countries are rapidly gaining more 
relevance around the world mainly because of 
free trade and advances in Information Tech-
nology (IT). This brings new opportunities and 
challenges to companies considering shifting 
some or all of their operations to these countries 
in hopes of cutting costs or gaining other com-
petitive advantages. In fact, there is an increas-
ingly growing importance of having world-class 
suppliers which is causing Multinational Cor-
porations (MNCs) to place less emphasis on low 
wages and putting more emphasis on a mix of 
elements such as infrastructure, labor skills, geo-
graphical location, etc., when choosing foreign 
sites (Mora-Monge, S. S. Rao et al. 2007). For 

example, countries like South Korea, Taiwan, 
Singapore, and Thailand have shown sustained 
growth rates of over 7 percent a year in the re-
cent years (Rao, T. S. Ragu-Nathan et al. 1997). 
Similarly, some Latin American countries such 
as Mexico and Costa Rica have been able to at-
tract MNCs from different industries (e.g. auto-
motive, pharmaceutical, high-tech, etc.) due to a 
number of factors including highly skilled labor, 
strategic geographical location, and relatively low 
wages. Hence, exploring the situation of quality 
practices in developing countries is useful from 
the perspective of both MNCs as well as devel-
oped interested in attracting foreign capital. 

The research of quality practices and theory de-
velopment of TQM has remained relevant in 
both developed and developing nations as evi-
denced by the number of studies published in the 
last two decades (see Table 1 for a sample).

Table 1 
Summary of Empirical Studies on  

Quality Practices

Authors Country (ies) 
Analyzed

(Samson and Sohal 1990); 
(Terziovski 2006); (Prajogo 
and Brown 2004); (Dean and 
Terziovski 2001)

Australia

(Baldinger 1990); (Green 1990) China
(Theodorakioglou, Gotzamani et 
al. 2006) Greece

(Lam 2007) Hong Kong
((Sarkar 1990)) India
(Fynesa and Búrca 2005) ; (Fynes 
and Voss 2002) Ireland

(Romano and Vinelli 2004) Italy
(Knotts and Tomlin 1994) Mexico
(De Vries and Water 1992); 
(Blauw and During 1990) Netherlands

(Antunes 2008) Portugal
(McLean and Taylor 2007); 
(McLean, E. Atkins et al. 2005) 
(McLean, E. Atkins et al. 2005)

Scotland

(Sohal and Wirth 1989) Singapore
(Gustafsson and Nilsson 2003) Sweden

(Solis, S.S. Rao et al. 1998) Taiwan
(Jung-Lang 2007) Taiwan
(Sousa and Voss 2007) ; (Smith, 
Wright et al. 2004)

United 
Kingdom

(Flynn, S. Sakakibara et al. 
1995); (Richardson 1993) ; 
(Benson, J. V. Saraph et al. 1991) 
; (Wojcik 2007); (Prybutok and 
Ramasesh 2005); (Nadia and 
Nadeem 2005); (Goldstein and 
Naor 2005); (Jones, T. L. Knotts 
et al. 2005) ; (Tan and Wisner 
2003); (Raju and Lonial 2002); 
(Kuratko, J. C. Goodale et al. 
2001)

United States

(Flynn 1992); (Reitsperger 
and Daniel 1999); (Hull, K. 
A. Azumi et al. 1988); (Rogers 
1993)

Japan and USA

(Solis, Ragu-Nathan et al. 2000) United States & 
Mexico

(Rao, T. S. Ragu-Nathan et al. 
1997)

India, China, & 
Mexico

(Madu, K. Chu-hua et al. 1995) United States & 
Taiwan

(Dahlgaard, G. K. Kanji et al. 
1990)

Japan, Korea, & 
Denmark

(Parast, Adams et al. 2006) United States & 
Mexico

(Schniederjans, M. M. Parast et 
al. 2006)

United States, 
Mexico, & 
India

As evidenced from Table 1, most of the empiri-
cal studies on quality practices have been done 
in a single country with a few exceptions. Fur-
thermore, most of these studies have been done 
in developed nations leaving developing nations 
unexplored; now comparisons among developing 
and developed countries are uncommon. Only 
until recently studies on quality practices in de-
veloping nations have gained attention from re-
searchers (Solis, Ragu-Nathan et al. 2000; Parast, 
Adams et al. 2006; Schniederjans, M. M. Parast 
et al. 2006). Additionally, no study that we are 
aware of has focused solely on comparing quality 
practices in developing nations. There is a need 
to understand commonalities and differences of 

quality drivers and practices in developing coun-
tries for a number of reasons. First, such insights 
would be beneficial to companies considering 
outsourcing their operations to such countries. 
Second, by studying the quality drivers and prac-
tices in developing nations researchers are able to 
improve and adapt theories and models of qual-
ity management practices in an international 
context. 

The present research is an attempt to enhance 
this understanding by comparing the quality 
practices in three developing countries, Taiwan, 
Costa Rica, and Mexico. Due to the differences 
in culture, political beliefs, economic environ-
ment, and other country specific characteristics, 
organizations in different countries will be in 
dissimilar environments. Contingency theory 
suggests that environmental factors will influ-
ence the working and hence the management of 
organizations (Burns and Stalker 1961; Miller 
1972; Huber 1984). Hence, we expect that the 
level of quality management practices will be dif-
ferent in different countries. Based on the above 
considerations we investigate whether quality 
practices differ across the three countries. 

LITERATURE REVIEW

Quality management practices have been identi-
fied and discussed by various authors in the qual-
ity literature (Garvin 1983; Saraph, Benson et al. 
1989; Flynn, R. G. Schroeder et al. 1994; Rao, T. 
S. Ragu-Nathan et al. 1997; Rao, L. E. Solis et al. 
1999); (Rao, L. E. Solis et al. 1999);(Zu 2009); 
(Nair 2006); (Sanchez-Rodriguez and Martınez-
Lorente 2004);). For this study, we followed the 
quality management practices and quality results 
developed by Rao and colleagues (1997; 1999) 
because it is the only quality management model 
that has been developed and tested at the inter-
national level. This model considered a number 
of dimensions described below and summarized 
in the Appendix.

Quality Leadership

Top management support has been found to be 
a key component for the success of any imple-
mentation project in an organization, and the 
implementation of quality practices is not the ex-
ception (Shiramizu and Singh 2007). Literature 
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confirms that not only top management support 
but also top management leadership are cru-
cial for the improvement of quality results and 
quality practices (Deming 1982; Leonard and 
Sasser 1982; Garvin 1983; Juran 1988; Peters 
1988; Gibson 1990; Gilbert 1990; Gryna 1991; 
Steeples 1992; Puffer and Mccarthy 1996). Top 
management support is related with creating and 
sustaining clear and visible quality values along 
with a management system to guide all activities 
of the company toward quality excellence. Top 
management support is represented, among oth-
er things, in terms of behavioral patterns which 
show senior management’s personal involvement 
in the quality improvement process, acceptance 
of responsibility for quality performance, visibil-
ity in developing and maintaining an environ-
ment of quality excellence, and sharing the vision 
and quality goals with the entire company. 

Quality Intelligence

Advances in Information Technology (IT) are 
constantly changing the way organizations con-
duct business. Therefore, organizations must fo-
cus on the best way of handling efficiently and 
effectively information. It is important not only 
the existence of quality data, but also the analysis 
used to convert that data into meaningful infor-
mation that helps in the decision making process. 
Organizations must provide their employees ac-
cess to the data important for their specific func-
tions and also they must give them training for 
analyzing the data. Data quality includes mea-
suring and analyzing the data, parsing the data, 
standardizing, ensuring accuracy, enhancing the 
data, running a matching operation and consoli-
dating the duplicates (Dravis 2006). 

Maintenance of quality requires continuous 
flow of accurate information about processes 
that generate a company’s products. Informa-
tion from various constituencies like workers, 
agents, vendors, and customers is also important 
for maintaining and improving quality a product 
and or service (Deming 1982; Ishikawa 1985; 
Juran 1986). Analysis of this information al-
lows management to make effective decisions in 
managing quality. Important attributes of qual-
ity intelligence are: timely and accurate informa-
tion for process control (Flynn, R. G. Schroeder 
et al. 1994); availability and usage of information 

where it is needed for immediate action; and us-
age of quality related data at all levels in the or-
ganization (Rao, T. S. Ragu-Nathan et al. 1997).

Strategic Quality Planning

Strategic Quality Planning represents the inte-
gration of quality management and customer ori-
entation in the organizational strategic and oper-
ational plans, which requires a long-term quality 
vision, and the deployment and understanding of 
quality goals and policy within the organization.

Improving quality is a long-term competitive 
strategy (Juran 1988; Peters 1988; Lascelles and 
Dale 1989; Tillery and Rutledge 1991; Barclay 
1993). Hence, organizations must carefully draft 
the planning process for achieving world-class 
quality and how to integrate quality improve-
ment strategies into the overall business plan-
ning strategy. In a study by the Ernst & Young 
and American Quality Foundation (Harrington 
1996) in four developed countries (USA, Cana-
da, Germany and Japan) it was found that stra-
tegic quality planning had significant positive 
effects on organizational performance measures. 
Strategic quality planning is measured in terms 
of the integration of quality management and 
customer orientation in the organizational stra-
tegic and operational plans, the organization’s 
long-term quality vision, and the deployment 
and understanding of quality goals and policy 
within the organization. 

Human Resources Management

TQM philosophy emphasizes the importance of 
merging together organizations and individu-
als through teams and processes(Deming 1982; 
Leonard and Sasser 1982; Garvin 1984; Gibson 
1990; Gilbert 1990; Choppin 1991; Gryna 1991; 
Harber, F. Marriot et al. 1991; Stratton 1991; 
Steeples 1992). These teams and processes jointly 
developed, brought a new perspective on training 
and human resources in the organizations. TQM 
is actually the integration of organizational, 
technological and human resource management 
systems. We measure in this construct: a) the 
continuous training and education in work-re-
lated and statistical techniques, b) management 
empowerment and involvement of the workforce 
in quality-related decisions, and c) provision of 

the resources and environment conducive to the 
realization of the full potential of the workforce.

Quality Assurance

The continuous improvement process proposed 
in TQM uses as a backbone, the Deming’s cycle 
of the Plan-Do-Check-Action. This system must 
be deeply embedded within the organization, 
and should involve a continuous assessment of 
customers’ needs. This cycle assures the organi-
zational learning from results and the improve-
ment of operations and outputs obtained from 
that learning. The processes that produce good 
results are then standardized and documented. If 
an organization lacks this standardization, then 
improvements are not consistent and efficient. 

It is our purpose to measure the existence of pro-
cedures for design and introduction of new or 
improved products and services, the design of 
process that meets and exceeds product/service 
quality requirements and error and failure pre-
vention activities along the value-added chain.

Supplier Quality

Traditional approaches of supplier relations 
have been characterized by being indifferent 
and hostile. TQM philosophy proposes to have 
a few good suppliers rather than many potential 
suppliers competing to give the cheapest price, 
without worrying about quality. The impact of 
defective supplies on quality performance has 
raised the importance of quality of procured ma-
terials, parts, and services, and has made supplier 
relationships a major component of business re-
lationships (Flynn, R. G. Schroeder et al. 1994). 
Those few good suppliers become partners that 
work together with the organization with the 
objective of improving the quality of their prod-
ucts and their processes. Thus, companies are 
selecting their suppliers according to their capa-
bility of delivering consistently quality products 
or services, instead of selecting them just for low 
price. Therefore, in a way, the suppliers must also 
be immersed in the TQM philosophy and that 
is where trading partners work closely together 
(Crosby 1979; Garvin 1984; Ishikawa 1985; Las-
celles and Dale 1989; Steeples 1992). Aside from 
the supplier selection process, we measure the 
number of suppliers and exchange of technical 

and economical information, along with the sup-
plier involvement in new product development 
and continuous improvement efforts.

Customer Orientation

TQM emphasizes the importance of having a 
customer perspective in all the operations of a 
business, thus, for example, manufacturing can 
be considered engineering’s customer, market-
ing production’s customer, and so on. The in-
ternal providers produce for other departments 
and they must satisfy the quality requirements 
of their internal customers. In the same way, the 
final entity of the supply, the one that provides 
the final service or product to the final customer, 
must worry about not only satisfying its custom-
ers’ expectations, but exceeding them by being 
innovative. The concepts of internal and exter-
nal customer are crucial in developing quality 
systems, therefore it is critical to consider a series 
of quality chains instead of an independent orga-
nizations or departments. This concept is similar 
to the proposed by supply chain management 
(Handfield, G. Ragatz et al. 1999). The ability to 
meet customers’ expectations is critical not only 
between two different organizations but within 
the same organization between different depart-
ments or work stations. 

In the international survey, we try to measure 
the organization’s commitment to satisfy cus-
tomers, the integration of customer orientation 
in a company’s vision and goals, the knowledge 
of customer needs and expectations, the usage 
of customer feedback in new product design, 
the monitoring of customer orientation and the 
responsiveness to customer complaints, and the 
level of interaction with customers.

Social Responsibility

(Solis, S.S. Rao et al. 1998) state that increasingly 
worldwide we are seeing a fundamental paradigm 
change in the interrelated fields of environmen-
tal management, regulation and policy. More 
and more stakeholders are demanding excellence 
in environmental performance. Moreover, there 
is a trend inside companies towards the integra-
tion of environment, health and safety regula-
tions into traditional business operations. This 
new paradigm has significant implications for 
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companies trying to gain access in international 
markets, particularly for companies in develop-
ing countries. 

This construct measures the level of consider-
ation of public health, safety and environmental 
issues as company’s responsibility and the exten-
sion of a company’s quality leadership to the ex-
ternal community. Social responsibility practices 
may still be scarce in some companies, but ini-
tiatives such as responsible care and sustainable 
development are gaining wide-ranging support 
(Florida 1996) (Salomone 2008)

Quality Results

TQM manifests its improvements in the long run 
instead of the short term. This means that since it 
is a continuous process, the results of its influence 
in the organization will be viewed on a long term 
basis. However, once the organization starts ex-
periencing the benefits of TQM, their profits will 
increase undoubtedly. Effects of proper quality 
management practices are reflected in improved 
quality levels of internal operations, customer 
orientation, and market and financial perfor-
mance (Deming 1982; Garvin 1984; Ishikawa 
1985; Stratton 1991; Steeples 1992). When qual-
ity goes up, costs go down and profits and pro-
ductivity increase. We perceive quality results in 
two ways: internal quality results (scrap levels, re-
work levels, warranty costs, customer complaints, 
productivity, throughput time and costs) and 
external quality results (competitive position, 
market share, survival dependent on quality and 
profits). Previous studies have shown a significant 
relationship between quality practices and orga-
nizational performance and suggest that invest-
ments in quality should indeed result in higher 
performance and profits (Antunes 2008). A list 
of the quality practices and results items used in 
the questionnaire is included in the appendix.

The remainder of this paper is organized as fol-
lows; a description of possible differences and 
similarities between the pairs of countries con-
sidered in this study. Following this description, 
we describe the hypotheses to be tested in this 
paper. After that, the research methodology is ex-
plained in detail follow by the analysis of results 
and conclusions.

RESEARCH HYPOTHESES

Costa Rica and Mexico are expected to have 
similarities in quality practices because of a 
number of reasons, including similar cultures 
and geographical locations, labor union regula-
tions, similar trends towards globalization and 
free market economies, relatively similar export-
oriented economies, governments who support 
free trade as evidenced by free trade agreements 
of both countries with developed nations (e.g. 
NAFTA and CAFTA). Because of this, foreign 
investment has become a common practice in 
both countries and they have become export-
oriented economies. However, we also expect 
to see some differences also due to differences 
in quality implementation programs and qual-
ity position within the countries. Additionally, 
there are differences in the literacy rate between 
the countries (Costa Rica - 96% vs. Mexico 90%), 
infrastructure (Mexico has a far more superior 
transportation infrastructure than Costa Rica); 
factors that could lead to differences in the qual-
ity practices between the countries.

Taiwan and Costa Rica, despite their obvious 
geographical and cultural differences, share some 
characteristics. First, they have a similar literacy 
rate (Taiwan – 94% vs. Costa Rica 96%), and they 
share the fact that education is compulsory and 
free education until the age of 15. Second, both 
countries are continuing their efforts of liberal-
izing and opening their economies in the last de-
cade or so. Third, communication infrastructure 
is similar although Taiwan, not including tech-
nological aspects. With regards to differences, 
the most obvious difference besides, culture and 
geography, it is the fact that Taiwan is more de-
veloped compared to Costa Rica with regards to 
technology and industry developments. The pre-
vious discussion leads to hypothesize that these 
two countries will be expected to have some sim-
ilarities in quality practices but not at a greater 
level than the country pair Mexico–Costa Rica.

Similar to the pair of countries described above, 
Mexico and Taiwan also have obvious differences 
with regards to geography and culture. From an 
educational perspective, Taiwan’s literacy rate is 
considerable higher (94%) than Mexico (90%) 
and Taiwan has an edge on education develop-
ments. From a transportation infrastructure 
standpoint, both countries have similar capabili-

ties. On the technology side, Taiwan has an edge. 
Overall, we expect some differences between 
these two countries.

Based on the previous discussions, we pro-
pose the following research hypotheses:

H 1:	 There are significant differences in qual-
ity practices and results between SMEs 
and large companies in Mexico.

H 2:	 There are significant differences in qual-
ity practices and results between SMEs 
and large companies in Taiwan.

H 3:	 There are significant differences in qual-
ity practices and results between SMEs 
and large companies in Costa Rica.

H 4:	 There are significant differences in qual-
ity practices and results among SME’s 
Costa Rican, Taiwanese and Mexican 
companies.

H 5:	 There are significant differences in qual-
ity practices and results among large 
Costa Rican, Taiwanese and Mexican 
companies.

RESEARCH METHODOLOGY

A cross-sectional large scale questionnaire was 
used to collect information about quality prac-
tices and results in the countries included in the 
study. Because of the nature of quality practices 
and results, multi-dimensional scales were used 
to measure these dimensions. Also, a five-point 
Likert scale was used for both quality practices 
and quality results. The instrument used is part 
of an international research on quality initiated 
by (Rao, T. S. Ragu-Nathan et al. 1997) and pub-
lished elsewhere (Rao, T. S. Ragu-Nathan et al. 
1997; Solis, S.S. Rao et al. 1998; Rao, L. E. So-
lis et al. 1999; Solis, Ragu-Nathan et al. 2000). 
Since the original instrument was developed in 
English, it had to be translated into Chinese and 
Spanish. The process to achieve this is as follows: 
first, it was translated by a native of China and 
Mexico, who had sufficient knowledge of qual-
ity and good proficiency in both English and 
Chinese, and English and Spanish. The original 
English version was compared to the translated 
versions and modifications were done for the im-

provement of the measurement instrument. The 
final Chinese version was used for collecting data 
from Taiwan. The Spanish version was used in 
Mexico and later slightly modified to fit the man-
ufacturing jargon of Costa Rica. The translation 
process was based on previous recommendation 
made in cross-national research studies (Cado-
gan, A. Diamantopoulos et al. 1999; Soutar, 
Grainger et al. 1999). The collected data from 
Costa Rica done was merged with the database 
previously gathered by Rao and his colleagues for 
Taiwan and Mexico (Rao, T. S. Ragu-Nathan et 
al. 1997; Solis, S.S. Rao et al. 1998; Rao, L. E. 
Solis et al. 1999). 

Data Collection and Demographics 

The final version of the self-administered, struc-
tured questionnaire was mailed to quality man-
agers/senior executives in the three countries 
included in this study. In cases where the ques-
tionnaire was sent to senior executives (President, 
VP for manufacturing etc.), they were requested 
to get the questionnaire filled out by appropriate 
quality personnel. Only one response was solic-
ited from each organization. Respondents were 
asked to indicate the type of industry their or-
ganization belonged to (electronics, auto-parts, 
etc.), their job title, and other personal and com-
pany information. 

In Mexico, a mailing list from the Monterrey In-
stitute of Technology was used for sending 200 
questionnaires. Out of the total surveys sent, 100 
usable responses were obtained for a response rate 
of 50%. In Taiwan, the top 1000 manufactur-
ing enterprises list published by the Common-
wealth Magazine and the list of manufacturing 
and service enterprises published by the Chinese 
Productivity Center was used and 126 question-
naires were returned from the initial 500 mailed 
questionnaires, for a response rate of 25.2%. In 
Costa Rica, a mailing list from the Universidad 
Latina of Costa Rica and a mailing list from the 
Institute of Technology of Costa Rica were used 
for sending 300 questionnaires for a final sample 
of 100 (33% response rate). 

The type of industry is very important in ap-
proaching the generalizability of the study. As 
seen in Table 2 most of the companies in the sam-
ple of the three countries fall under the manufac-
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turing industry, therefore the results obtained by 
further analysis can be used in the generalization 
for all manufacturing firms. 

RESULTS

To test the hypotheses posited in this paper, mul-
tivariate analysis of variance (MANOVA) and 
analysis of variance (ANOVA) techniques were 
used to establish if significant differences were 
present among the countries and also between 
SME’s and large companies. MANOVA results 
(Wilks lambda = 0.886, p-value = 0.007) indi-
cate that significant differences exist in size by 
country for one or more of the quality practices 
under investigation. Further univariate analyses 
are performed to further explore the differences. 

Size by Country

As shown in Table 3, there are no significant dif-
ferences between SMEs and large companies in 
Mexico, thus H1 is not supported. With regards 
to Taiwan, results indicate significant differences 
between SMEs and large companies, except for 
strategic quality planning, supplier quality and 
customer orientation. Taiwanese SMEs have 
many improvement opportunities in areas such 
as quality leadership, quality intelligence, human 
resources management, quality assurance, and 
social responsibility in order to improve their 
quality results. These results lead to partially sup-
port H2. Finally, we found significant differenc-
es between SMEs and large companies in Costa 
Rica for quality intelligence, customer orienta-
tion, social responsibility and quality results. On 
the other hand, not statistical differences were 
found in human resources management, quality 
assurance and quality leadership practices, there-
fore H3 is partially supported.

Country by Size

In Table 4, ANOVA results comparing countries 
individually for SMEs and large companies are 
presented. The results indicate that only quality 
practice that is significantly different in SME’s 
is social responsibility. Therefore, we have to 
study in more detail this construct to determine 
the countries that are significantly different and 
then, analyze the item level. With regards to 

large companies, there are six quality practices 
and results that are significantly different: qual-
ity leadership, human resources management, 
quality assurance, customer orientation, social 
responsibility and quality results. It is our next 
step to determine the countries in which the dif-
ferences among constructs are significant in or-
der to analyze the item level. It is interesting to 
notice that the construct quality leadership was 
significantly different in the ANOVA analysis, 
where we analyzed the combined effects of the 
countries. However, independent analyses show 
no significant differences for any combination of 
countries for the construct quality leadership.

In Table 5, we show Tuckey’s results of those 
constructs found to be significantly different 
among the countries. The purpose of this analy-
sis is to determine which pair of countries have 
significant differences for the quality practices 
and results constructs. The results of this table 
indicate that SMEs in Taiwan have significantly 
higher scores than Costa Rican SMEs in Social 
Responsibility. Also, large companies in Taiwan 
have significantly higher scores than Mexican 
large companies in human resources, quality as-
surance, social responsibility and quality results. 
Finally, Costa Rican large companies present sig-
nificantly higher scores than Mexican large com-
panies in customer orientation.

CONCLUSIONS AND  
RECOMMENDATIONS

The international study presented in this paper 
has important implications for both practitioners 
and researchers in the quality field. As indicated 
earlier, to the best of our knowledge, this is one 
of the first efforts that compare quality practices 
and results in developing countries. With regards 
to the hypotheses, one was fully supported (H2), 
two partially supported (H3 and H5) and two 
rejected (H1 and H4). 

H1:	 There are significant differences in 
quality practices and results between 
SMEs and large companies in Mexico. 
(not supported)

The empirical results showed no significant dif-
ferences in quality practices and results between 
SMEs and large Mexican companies. 

Table 2 
Sample Characteristics

Industry Size
Country

Total
Mexico Taiwan Costa Rica

Manufacturing
SME 45 45 56 146
Large 24 73 13 110

Total Mfg 69 118 69 256

Service
SME 24 7 17 48
Large 7 1 14 22

Total Service 31 8 31 70
Grand Total 100 126 100 326

Table 4 
ANOVA results comparing countries by size.

1

Mexico Taiwan Costa Rica Mexico Taiwan Costa Rica
3.58 3.57 3.54 3.70 4.09 3.74

(0.941) (0.908) (0.733) (0.993) (0.739) (0.831)
3.18 3.30 3.21 3.38 3.78 3.64

(0.923) (0.730) (0.912) (0.990) (0.695) (0.818)
3.72 3.75 3.66 3.68 4.00 3.74

(0.896) (0.828) (0.987) (0.984) (0.724) (0.922)
2.83 3.03 3.08 3.05 3.49 3.30

(0.916) (0.940) (0.886) (0.862) (0.742) (0.748)
3.43 3.58 3.36 3.41 3.98 3.70

(0.787) (0.878) (0.834) (0.763) (0.672) (0.971)
3.11 3.15 3.17 3.07 3.36 3.53

(0.952) (0.660) (0.928) (0.835) (0.743) (0.821)
3.51 3.60 3.39 3.46 3.83 3.99

(0.846) (0.696) (0.885) (0.837) (0.724) (0.866)
3.13 3.48 2.95 3.40 3.90 3.73

(0.926) (0.843) (0.883) (1.075) (0.818) (0.831)
3.29 3.46 3.13 3.35 3.82 3.63

(0.960) (0.787) (0.910) (0.909) (0.654) (0.924)
*Significant at alpha = 0.05

Quality Results 0.14 0.02*

Social Responsibility 0.01* 0.03*

Customer orientation 0.37 0.03*

Supplier Quality 0.92 0.08

Quality assurance 0.34 0.00*

Human resources management 0.22 0.03*

Strategic quality planning 0.86 0.13

Quality Intelligence 0.74 0.07

p-value

Quality leadership 0.95 0.04*

SMEs LargeConstruct Mean
(Construct Standard Dev.) p-value

1

SME Large SME Large SME Large
3.58 3.70 3.57 4.09 3.54 3.74

(0.941) (0.993) (0.908) (0.739) (0.733) (0.831)
3.18 3.38 3.30 3.78 3.21 3.64

(0.923) (0.990) (0.730) (0.695) (0.912) (0.818)
3.72 3.68 3.75 4.00 3.66 3.74

(0.896) (0.984) (0.828) (0.724) (0.987) (0.922)
2.83 3.05 3.03 3.49 3.08 3.30

(0.916) (0.862) (0.940) (0.742) (0.886) (0.748)
3.43 3.41 3.58 3.98 3.36 3.70

(0.787) (0.763) (0.878) (0.672) (0.834) (0.971)
3.11 3.07 3.15 3.36 3.17 3.53

(0.952) (0.835) (0.660) (0.743) (0.928) (0.821)
3.51 3.46 3.60 3.83 3.39 3.99

(0.846) (0.837) (0.696) (0.724) (0.885) (0.866)
3.13 3.40 3.48 3.90 2.95 3.73

(0.926) (1.075) (0.843) (0.818) (0.883) (0.831)
3.29 3.35 3.46 3.82 3.13 3.63

(0.960) (0.909) (0.787) (0.654) (0.910) (0.924)
*Significant at alpha = 0.05

Quality Results

Customer orientation

Social Responsibility

Human resources management

Quality assurance

Supplier Quality

Quality Intelligence

Strategic quality planning

Construct Mean
(Construct Standard Dev.) p-value

0.57

Mexico

Quality leadership

0.32

0.83

Taiwan Costa Ricap-value p-value

0.26

0.90

0.82

0.76

0.80

0.20

0.25

0.04*

0.71

0.25

0.08

0.09

0.03*

0.00*

0.00*

0.00*

0.00*

0.07

0.00*

0.00*

0.10

0.01*

0.08

0.01*

Table 3 
ANOVA results comparing small/medium and large companies by country.
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H2:	 There are significant differences in 
quality practices and results between 
SMEs and large companies in Taiwan. 
(supported)

Regarding Taiwanese SMEs and Large compa-
nies, we found no statistical significance in some 
of the quality practices, namely strategic quality 
planning, supplier quality, and customer orienta-
tion. Conversely, there is a statistical difference 
in the following quality practices: quality leader-
ship, quality intelligence, human resources man-
agement, quality assurance, social responsibility 
and quality results. In general, we found that 
quality practices scores for both SMEs and large 
companies in Taiwan were relatively high, sug-
gesting that Taiwanese companies foster a cul-
ture of quality in their business practices.

H3:	 There are significant differences in 
quality practices and results between 
SMEs and large companies in Costa 
Rica. (partially supported) 

Costa Rican large companies performed signifi-
cantly better than SMEs in quality intelligence, 
customer orientation, social responsibility and 
quality results. It is worth noting that most of the 
SMEs showed high scores for this quality prac-

tices, except for social responsibility. This allows 
us to conclude that there is a big opportunity for 
improvement for Costa Rican SMEs in improv-
ing their support to safety, health and environ-
mental issues along with their leadership in their 
communities.

H4:	 There are significant differences in 
quality practices and results among 
SME’s Costa Rican, Taiwanese and 
Mexican companies. (not supported)

Cultural similarities and geographical location 
along with literacy rates could explain the simi-
larities found in SMEs when comparing Costa 
Rica, Mexico and Taiwan. The only quality prac-
tice that presents significant differences is social 
responsibility, where again, Costa Rica’s SMEs 
need to emphasize on improving their social re-
sponsibility.

H5:	 There are significant differences in 
quality practices and results among 
large Costa Rican, Taiwanese and 
Mexican companies. (partially sup-
ported)

There are no significant differences in the fol-
lowing quality practices and results among large 
companies in Costa Rica, Taiwan and Mexico: 

quality intelligence, strategic quality planning, 
and supplier quality. Large companies in Taiwan, 
Costa Rica and Mexico present significant dif-
ferences in quality leadership, human resources 
management, quality assurance, customer orien-
tation, social responsibility and quality assurance 
practices. Taiwan shows higher quality practices 
than Mexico in human resources management, 
quality assurance, customer orientation and 
quality results. On the other hand, large Mexi-
can companies perform better social responsibil-
ity practices than Costa Rican large companies. 

RECOMMENDATIONS FOR MANAGERS

This study represents a contribution for research-
ers, as an international perspective in qual-
ity management practices, and for managers, in 
making decisions that involve quality. In this 
sense, we can summarize the recommendations 
to managers as follow:

It is important to emphasize on the ef-
fective implementation of quality pro-
grams in the organizations. Managers 
should consider the variables presented 
in this empirical research to measure 
how is their status in quality compared 
to other companies in different coun-
tries or in their own country.

The issue that SMEs did not present significant 
differences among the three countries means 
that there is no impact based on the country. 
If managers would need to decide in selecting 
SME suppliers among Costa Rica, Taiwan and 
Mexico, they should consider other aspects 
rather than quality itself, such as politics, social 
aspects, etc. Taiwan is a better target for large 
companies, since their practices show better re-
sults than the other countries. If managers want 
to invest in any company, or look for partnership 
in large companies, they should think about Tai-
wan, due to its superiority in quality practices in 
large companies.
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APPENDIX 
Quality practice and results factors showing Chronbach’s Alpha

1

Construct Item Description Reliability
Top management assumes responsibility for quality performance
Major department heads accept responsibility for quality
Top management participation in quality improvement processes
Top management's objectives for quality performance
Extent to which quality goals are made specific within the company
Top management's importance given to quality in relation to cost and schedule objectives
Amount of review of quality issues in top management meetings
Availability of quality data (error rates, defect rates, scrap, rework, returns, etc)
On-time availability of necessary quality data
Quality data availability to managers and supervisors
Quality data usage by top management in decision making
Quality data usage by middle management in planning and controlling
Quality data usage by hourly workers in their daily operations
Quality management is considered in the company/division strategic plan
Customer satisfaction is considered in the company/division strategic plan
Top management's support for long-term quality improvement process
Understanding of quality goals and policies within the company/division
Quality-related training is given to hourly-employees throughout the company
Training in basic statistical techniques is provided in the company as a whole
Availaibility of resources for employee training in the company/division
Employee involvement programs are implemented in the company/division
Hourly/nonsupervisory employees participate in quality decisions
Employees are held responsible for the output of their processes
Quality awareness among employees is an outgoing process
Measurement of employee morale and satisfaction within the company/division
New product/service design is reviewed before it is produced
Clarity of product/service specifications
Clarity of product/service procedures
Implementation/producibility is considered in product/service design processes
Acceptance sampling and SPC techniques are used in the production process
Process design minimizes the chances of employee errors
Clarity of work or process instructions given to employees
Suppliers are selected based on quality rather than price
The company relies of few dependable suppliers
The company provides technical assistance to suppliers
The supplier is involved in product development process
Long term relationships are built with suppliers
Clarity of specifications provided to suppliers
The company is totally committed to create satisfied customers
The company's goals exceed the customers' expectations
Executives demonstrate with their actions that customer satisfaction is important
Employees are aware of attributes that the customers value the most of their products/serv.
Customer information is used in designing products/services
Top management frequently contacts customers
Customers' complaints are resolved
Employees are encouraged to satisfy customers
Best practices are studied to get ideas about how to do things better
Benchmarking of current quality levels against competitors
Benchmarking of current quality levels against world class leaders
Benchmarking of process quality levels against competitors
Public health issues are considered as company responsibility
Public safety issues are considered as company responsibility
Environmental issues are considered as company responsibility
Extend of the organizational quality leadership to the external community
Training in specific work-skills is given to hourly employees (technical and vocational)
Employees are recognized for superior quality performance
Scrap levels have been reduced due to TQM
Rework levels have been reduced due to TQM
Warranty costs have been reduced due to TQM
Customer complaints have been reduced due to TQM
Enhanced competitive position due to TQM
Increased market share due to TQM
TQM has contributed to keep the company/division in business
Improved productivity due to TQM
Reduced manufacturing througput time due to TQM
Increased profits due to TQM
Reduced costs due to TQM
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INTRODUCTION

In recent times, the internet has seen its fare 
growth. Although most of the fast pace growth 
took place in developing regions, yet most devel-
oping countries has not been extensively reached. 
On the other hand, developed societies like USA, 
Canada, England etc citizens are enjoying the 
benefit of information brought closest to their 
doors without stepping out of the comfort of 
their homes. Even though one can go on and on 
to pontificate about the growth of the internet 
and its adaptability in countries, this paper deals 
exclusively with the impact of the internet usage 
by financial firms. Specifically, this study mea-
sures if internet financial disclosure has an im-
pact on financial firms that are located in Africa 
by considering firm’s size, profitability, efficiency, 
and stock market usage. 

Internet Financial Reporting (IFR) is defined 
as the distribution of corporate financial and 
performance information using internet tech-
nologies such as the World Wide Web (IASC, 
1999; Ashbaugh et al., 1999; FASB, 2000). This 
practice is expected to grow to the extent that 
financial reporting in the near future will move 

entirely from the current primarily print-based 
mode to using the internet as the primary infor-
mation dissemination channel (Bagshaw 2000). 
While these great phenomenon is redefining the 
business landscape with so many articles positing 
the determinants of IFR, like (Lau 1992; Cooke 
1993; Owusu-Ansah 1998; etc), none seem to 
perform a test for multiple countries to under-
stand what indicators may impact the usage of 
IFR in countries, and how does IFR interplay 
in these countries. The aforementioned scholars 
have contributed to this work by laying a foun-
dation stating the indicators that are significant 
determinants of internet financial reporting. 

Here we find that after addressing issues of mul-
ticollinearity of variables which may be highly 
correlated, that distinctive variable that measure 
firm size and stock market performance are pri-
marily significant in determining the usage of 
the IFR positions of firms within African coun-
tries. Unlike size and performance, profitability 
indicators were found not to be significant. The 
rest of the paper discusses the history behind this 
cracken known as IFR, the research steps taken 
to adequately construct and address the issue in 
this paper and the economic contribution of each 
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statistical significant variables were highlighted. 
For instance, we find that a one standard devia-
tion increase in the indicator Stock Market turn-
over increases Internet Financial Reporting by 
over 100%. Then, we proceed to offer limitations, 
implications, and conclusion. 

MOTIVATION AND LITERATURE REVIEW

For over thirty years, internet financial reporting 
has been given consideration to support the posi-
tion of organizations that mainly desire to have a 
national, regional, as well as global presence. The 
primary foundation of our IFR framework is the 
notion of information asymmetry between man-
agement and ownership, espoused by Berle and 
Means (1932). According to their view, the level 
of information asymmetry is an important driver 
of investor uncertainty. Modern corporations 
have adopted various mechanisms, including vol-
untary disclosure, to mitigate the adverse effects 
of information asymmetry. Empirical studies on 
voluntary disclosure suggest that managers vol-
untarily enhance the tranparency of their firms’ 
financial profiles to do three things. First, reduce 
agency costs or contracting costs (Chow and 
Wong-Boren, 1987). Yet, scholars like Hossain 
et al (1995) stated that benefits of disclosure in-
crease with agency cost. Second, reduce its cost of 
capital (Botosan, 1997; Sengupta, 1998) Larger 
companies are vulnerable to political costs, such 
as regulation, nationalization, expropriation, or 
the breakup of the entity or industry (Cooke 
1989; Wallace and Naser 1995). Third, enhance 
the value of the firm (King et al., 1990; Yeo and 
Ziebart, 1995; Frankel et al., 1999). These stud-
ies have identified certain characteristics of the 
firm that can increase or reduce certain firm 
costs. They show that disclosure can individually 
or simultaneously reduce agency and contracting 
costs, costs of capital, and/or increase the firm 
value.

Other scholars and organizations have offered 
structures to categorize IFR; these include In-
ternational Accounting Standards Commit-
tee (IASC) 1999, Ashbaugh et al (1999), Trites 
(1999), and the Financial Accounting Standards 
Board (FASB) 2000. Firms are engaging in IFR 
when they provide in their websites a compre-
hensive set of financial statements, a link to their 
annual report elsewhere on the internet, or a link 

to the security and exchange commission elec-
tronic data gathering, analysis and retrieval sys-
tem (Ashbaugh et al. 1999). 

 IASC (1999, p. 53) divides IFR purposes into 
three stages: first, the organizations use of the 
internet solely as a distribution channel. Second, 
organizations disclose information in an accept-
able means that web browsers and search engine 
could find. And finally, organizations provide 
the same standard information via web technol-
ogy that would be expected if they were printing 
the information. FASB (2000, Chapter 2) de-
scribed IFR in terms of content (organization in-
formation available to read and download), and 
presentation (are the information on par with 
the print format). Others have found association 
between profitability and IFR: disclosures are 
used by managers of profitable firms to signal the 
firm’s profitability to investors and to help sup-
port management’s continuation and compensa-
tion (Malone et al. 1993; Owusu-Ansah 1998).

Internet reporting improves and provides users’ 
with access to vital investment information. By 
allowing non-sequential access to information to 
investors and clients through the use of websites, 
more information is accorded to people than 
what would be otherwise available. In this paper, 
we pay attention to readily available information 
provided by organizations in Africa to their cli-
ents. 

RESEARCH HYPOTHESIS

While the likes of Daves and Kelly 1979, Hos-
sain et al. 1995; Cooke 1989; Ahmed 1996, did 
find significant correlation to the degree at what 
IFR impact a set of selected developed and devel-
oping countries, this study tend to focus of the 
African nations. Perhaps a cogent choice would 
be to give audience to developed societies because 
of availability of micro data: like industry specific 
and macro data. The emergence of organizations 
and countries within the developing world has 
led a host of scholars to analyze and understand 
the impact of various investments forms and 
business strategy. For African countries, micro 
and macro data may be lacking for various hy-
pothesize; and example would be a country’s fear 
of disclosing information that would jeopardize 
its competitive advantage

Size

Perhaps a consensus among most scholars would 
be that the scale of most firms helps in the ac-
celeration of their presence globally. Where 
most firms may not have physical presence, the 
internet offers these set of companies an exten-
sive reach to vast audience at a low cost. This in 
turn helps promote and allow these audience and 
prospectors the opportunity to experience their 
culture, product, and service. Scholars like Pir-
chegger and Wagenhofer (1999) finds that IFR 
in Austria was related to their company’s size as 
measured by sales and equity ownership. Hence 
disclosure over the internet is likely to increase 
with the size of firms, therefore, we hypothesize 
that: 

H1:	 There is a positive association be-
tween company size and Internet Fi-
nancial Reporting 

Profitability

Subramanian and Raja (2010) stated that size, 
profitability, foreign listing and industry types 
are some of the determinants to disseminate 
more financial and nonfinancial information on 
the internet. As such, we hypothesize that:

H2:	 There is an association between prof-
itability and Internet Financial Re-
porting

Efficiency

To raise capital for future expansion or transac-
tions, firms can source for funds in two ways: 
loan from bank(s) or equity (sale of shares). Re-
cent trends show that the stock market is a vi-
able means of raising required fund toward asset 
expansion and investment transactions. Though 
the African stock market has suffered in past 
years, at present, the volume of trade and number 
of stocks published at various national stock ex-
change markets tends to be increasing. The most 
active stock markets by stocks traded and market 
capitalizations normalize by the gross domestic 
product and turnover ratio of African countries 
are shown in Appendix 1. Therefore we posit 
that: 

H3:	 There is a positive association be-
tween market efficiency and Internet 
Financial  Reporting.

RESEARCH DESIGN

Since this study encapsulates a set of African, hav-
ing firm data for all countries may prove daunt-
ing and challenging. We employ a culmination of 
macro datasets for selection of countries in the 
analysis following the methodology itemized: 
First, all African countries that have financial in-
dustry data with BANKSCOPE were extracted, 
as such it reduced the number of countries in 
the pool from fifty-four (54) to forty-seven (47). 
BANKSCOPE collects and publishes data for 
private and public traded companies in numer-
ous countries. Second, by using the datasets ex-
tracted from BANSCOPE, we focus our analysis 
on the top three ranked financial institutions by 
assets for each country. 

Third, the financial institutions were measured 
for: having a website and having a partial or full 
downloadable financial statement from years 
2005 (that is, for top three ranked financial in-
stitutions in each country that has download-
able financial reports ending at 2004 or lesser 
years were not included in this analysis). Thus, 
the number of countries that data were collected 
for shrunk to thirty-six (36) countries as shown 
in Appendix 2. Fourth, we employ a binary re-
gression model to test the impact that IFR in the 
countries aforementioned in Appendix 2.

Finally, the data from BANSCOPE is merged 
with data sets for country extracted from the 
Financial Development and Structure Datasets 
created by Beck and Demirguc-Kunt (2009). Ac-
cording to Beck et al (1999), this dataset unites 
varieties of indicators that measure the size, ac-
tivity, and efficiency of financial intermediaries 
and markets. For the purpose of this paper, we 
focus on firms that are registered in the selected 
African countries as subsidiaries or indigenous 
organizations. 

Variables

The dependant variable had two versions, all 
coined from further research using company 
web addresses. The versions were a binary and a 
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numeric valuation attached to all countries. For 
the countries that its firms had all downloadable 
reports was given a score of two. Our indepen-
dent variables were extrapolated from Financial 
Development and Structure Datasets updated 
by Beck and Demirguc-Kunt (2009). Since this 
study aims at showing the impact of internet fi-
nancial reporting in Africa, we pay most atten-
tion to the financial industry because they are the 
economic engine for most developing nations. 
The datasets are categorized into size, efficiency, 
profitability, and miscellaneous. 

Size Variables include: Liquid Liabilities to 
GDP (llgdp), Financial Systems Deposits to GDP 
(fdgdp), Bank Deposit to GDP (bdgdp), Domes-
tic Money Banks Assets to GDP (dbagdp), Bank 
Credit to Bank Deposit (bcbd) . These variables 
show and evaluate the depth of the financial 
sector, resources available for lending, and the 
weight of financial sector as an intermediary for 
economic activity.

Efficiency Variable include: Stock Market Cap-
italization, Value Traded and Turnover (stmtcap, 
stvaltraded, and stturnover), and Listed Firm to 
Population (listco_pc). While the first two vari-
ables gauge the size of the equity market, the later 

affirms to the number of firms listed on a coun-
try’s stock market.

Profitability Variable include: Return on eq-
uity (roe) and Return on Assets (roa)

Miscellaneous Variable include: Private Credit 
by Deposit Money Banks and Private Credit by 
Deposit Money Banks and Other Financial In-
stitutions (pcrdbgdp and pcrdbofgdp) both are 
normalize by the gross domestic product of the 
country. 

Prior works did emphasize what categorical vari-
ables impact internet financial reporting, but 
none of the past authors did perform same test 
as we did, as such, we initially began with a total 
of eighteen right hand side variables or indica-
tors that we considered based on the categorical 
outlays of variables that were suggested to impact 
IFR, but as you can guess, the more the number 
of the right hand side variable, the higher the 
tendency of correlation. As perceived, the cor-
relation matrix in Appendix 3 shows all right 
hand side variables, some were highly correlated 
amongs themselves, we apply other estimation 
and regression tools analysis to help pontificate a 
statistically robust model with its economic con-

tribution as analysed. Exhibit 1 gives the descrip-
tive nature of all variables.

From Exhibit 1, we can infer that the statistical 
tests to be performed in this paper will be im-
ploded by missing data. Also, as earlier stated, 
some indicators are highly correlated, therefore 
to reduce the number of variable, lessen the im-
pact of highly correlated variables, and offer a 
robust model, we performed a backward and a 
forward stepwise regression shown in exhibit 2. 
We chose to perform both stepwise regression 
methods as a way to double check any variable 
that may be included by one method and may not 
by the other. 

Although some authors like Steyerberg et al 
(1999) posit that stepwise selection causes bias 
in estimated regression coefficients, others like 
Cordell and Clayton (2002) argue that stepwise 
regression generate tests with few degrees of free-
dom that are likely to be powerful for detecting 
primary etiological determinants. Since this re-
gression method is not our final analysis to posit 
our findings from, we find it to be an acceptable 
method. Moreover, by performing other diag-
nostic test and post estimation test, the findings 
in this study are intended to be robust and great-
ly reduced effect of collinearity among variables. 
Hence, my final regression model is given below:

Log IFRnt = α 	 + β1 llgdpnt  
	 + β2 bcbdnt  
	 + β3 roent  
	 + β4 stmktcapnt 
	 + β5 stturnovernt  
	 + β6 listco_ pcnt
From the stepwise regression models given above 
as exhibit 2, we can see that the profitability as 
measured by the return on asset and equity were 
not included in the final output of both models. 
Since stepwise forces each indicators to fit with-
in the set of parameters, which in this case only 
variables that are within 0.20 significance level 
are included in the final output. 

Results and Explanations
The choice of a binary regression is used here to 
confirm the impact of IFR in countries that have 
viable stock exchange and a well diversified fi-
nancial system as these are measured by size, effi-
ciency, and profitability variables. Although, the 

stepwise regression did show that profitability 
variables are not factors that necessitate the us-
age and adoption of the internet to report finan-
cial performance, statement, and other pertinent 
information for investors, client, and the general 
public by financial firms in Africa, we still in-
cluded it among our variables. Our results are ro-

Exhibit 1 
Descriptive Statistics of all Indicators considered

Variable Obs Mean Std. Dev. Min Max

llgdp 365 .3364405 .2376836 .041192 1.279547
dbagdp 367 .273134 .2467308 .0063104 1.096359
bdgdp 367 .2712955 .2179968 .0166332 1.054198
fdgdp 367 .27329271 .2182455 .0166332 1.054198
bcbc 398 .7121281 .2978535 .1337486 1.573992
Roa 340 .0225037 .0442969 -.1046652 .6722796
Roe 340 .1961106 .219077 -.93546 1.187371
Stmktcap 209 .3162566 .4607924 .0071997 3.084334
Stvaltraded 206 .0709654 .2312319 .0000111 1.973998
Stturnover 211 .0843837 .1136058 .0001473 .5961697
Listco_pc 219 .0536598 .0824995 .0006201 .712746
Pcrdbgdp 367 .1876953 .1751329 .0055132 .8101209
Pcrdbofgdp 367 .2143237 .2508987 .0055132 1.624224
Ccorrupt 396 -.518468 .5809792 -1.809907 1.070796

Exhibit 2 
Backward and Forward  

Stepwise Regression Results

Independent  
Variables

Backward  
Stepwise  

Regression

Forward  
Stepwise  

Regression
In both method

STTURNOVER -49.55 
(18.33)

-54.08  
(39.04)

STVALTRADED 276.29**  
(91.42)

310.24  
(193.25)

BDGDP 4221.75***  
(1079.89)

4242.04***  
(1094.22)

FDGDP -4150.31***  
(1066.95)

-4182.08***  
(1084.18)

DBAGDP 100.28**  
(35.48)

101.88**  
(36.19)

LISTCO_PC -39.42**  
(14.47)

-38.97  
(14.35)

LLGDP -44.99*  
(18.33)

-47.40  
(19.14)

PCRDBOFGDP -170.58***  
(50.77)

-202.38  
(5.59)

Not in both method

PCRDBGDP 46.29  
(128.22)

BCBD -2.77  
(5.36)

Constant 9.71***  
(2.79)

12.38**  
(5.59)

N 169 169
Pseudo R2 0.736 0.738
LR chi2(8) (10) 157.99 158.33

Note: Standard Errors in paranthesis. 
Regression performed at 95% 
significant level. + indicates .10, * 
indicates 0.05, ** indicates 0.01, *** 
indicates 0.001 level of statistical 
significance.
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bust and tested for presence of multicollinearity. 
‘COLDIAG’ was used for the collinearity test, 
and each model had a condition number below 
5.0. Belsley et al (1980) indicated that collinear-
ity exist when the condition number of the ma-
trix is larger or equal to 30. 

The logistic regression models are reported in 
Exhibit 3. Exhibit 3 is broken into four models. 
Each of the models posits result for the categori-
cal variables. Here, model 1 put forward for size, 
model 2 for efficiency, model 3 for profitability 

and miscellaneous, and model 4 is the pool logis-
tic regression output. 

The pooled result indicates that among the three 
categorical variables, two were statistically and 
economically significant: size as measured by 
Liquid Liabilities to GDP (LLGDP) and efficien-
cy as measured by Stock Market Value Traded 
(STVALTRADED). Profitability was not sta-
tistically significant. Also, control of corruption 
(CCORRUPT) was introduced in the pooled re-
gression to see how the other variables for Africa 
interact with corruption. A miscellaneous vari-

able, private credit by deposit money banks and 
other financial institutions (PCRDBOFGDP) is 
found to be statistically significant as well.

While we can assume from the statistically signif-
icant variables based on their positive or negative 
co-efficient that, to increase the usage of internet 
by firms in Africa, the control of corruption has 
to improve, number of private credit issued by 
deposit money banks and other financial institu-
tions has to reduce, number of value trades by the 
stock market has to increase etc, we cannot at this 
point unequivocally state the magnitude of these 
variables to their economies. As, unlike ordinary 
least square models, logistic regression result has 
to go through another step for re-estimation to 
easily interpret and offer an economic impact for 
each of the statistically significant variables. This 
is explained by a change in one standard devia-
tion of each independent variables impact on the 
dependent variable: here: Internet Financial Re-
porting. The results are shown in Exhibit 4. 

In Exhibit 3, four models are shown. We chose 
this method to understand the interplay of each 
categorically variable to each other once we fi-
nally reach the pooled stage. As started earlier, 
all results are robust and issues of multicollinear-
ity were addressed. The initial model begins with 
variables that measures size of the financial in-
dustry as well as profitability, then, the rest mod-
els is included with three distinctive variables 
that measures efficiency. 

While volatility may be an issue of concern, being 
that Africa’s stock market are still new, volatil-
ity of such market is bound to occur because it is 
still attracting pool of investors: where most are 
in the market for short run (quick gain and leave) 
others may be there for a long haul. The volatil-
ity of such market would be for a while until the 

market stabilizes itself. Thus, for financial firms 
to attract the right investors, publishing up to 
date financial statements on their website would 
be useful. In Exhibit 4, it shows the economic im-
pact of a change of each variable by a standard de-
viation. As such, a one standard deviation higher 
for liquid liabilities of financial firms in Africa, 
the application and usage of the internet for fi-
nancial reporting would increase by 1000%. 

Conclusion
This study explains and provides some vital vari-
ables that should be considered by African firms 
when providing their financial statements online 
via their company’s website. It shows that profit-
ability of the company may not be important but 
the companies size, its performance in the equity 
market is vital for IFR to become a household ad-
opted phrase, thus no longer a cracken unleashed 
to their detriment. From the results, it shows that 
the reduction of debt (liabilities) of these firms, 
the increase in stock market turnover mean-
ing higher volatility of the market thus higher 
possible returns for investors would cause firms 
within the financial industry to publish their fi-
nancial reports online. 

Although I would consider this as a first step to 
initial posit the impact of internet financial re-
porting in Africa, this study has its short comings. 
For example, because of lack of available data on 
which firms are the top ranked in each countries, 
this study focus on the top most ranked firms, 
hence ignoring the fourth, fifth etc ranked firms 
within each country. Also, the constraint on lack 
of macro financial data does militate and impede 
highly robust analysis for African firms. 

Exhibit 3 
Logistic Regression Results

Model 1 Model 2 Model 3 Model 4

LLGDP 0.1042 
(0.4588)

11.7530** 
(3.8761)

BCBD 0.8851* 
(0.3716)

-0.0425 
(1.4843)

STVALTRADED 8.5942 
(7.3355)

38.0169*** 
(10.1086)

STTURNOVER -2.2523 
(3.8791)

5.4548 
(5.8053)

LISTCO_PC -5.1333*** 
(1.4565)

-2.0119 
(2.3426)

ROE 0.2779 
(0.6419)

0.4363 
(1.2879)

ROA 2.6524 
(6.0561)

-6.7255 
(11.7156)

PCRDBGDP -1.6187 
(1.5677)

PCRDBOFGDP 2.2748* 
(0.9945)

-23.2366*** 
(5.8772)

CCORRUPT 1.1016** 
(0.4204)

CONSTANT
-1.2046***

(0.3410)

0.8141***

(0.2278)

-0.6718**

(0.2464)
1.5858 

(1.4630)

OBSERVATION 365 206 318 162
Pseudo R2 0.0116 0.0718 0.0193 0.3311

Note: Standard Errors in paranthesis. Regression performed at 95% significant 
level. + indicates .10, * indicates 0.05, ** indicates 0.01, *** indicates 0.001 level of 
statistical significance.

Exhibit 4 
Economic Impact of  

Statistically Significant  
Independent Indicators

Variables Change in Odds 
LLGDP 1549.8%
STVALTRADED

PCRDBOFGDP -100.00%
CCORRUPT 95%
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Appendix 1 
Top Ten African Stock Markets by Capitalizations, Value Traded, and Turnover Ration

Country Market  
Capitalization Country Total Value 

Traded Country Turnover 
Ratio

South Africa 192.35 South Africa 83.88 South Africa 46.42
Zimbabwe 53.06 Egypt 18.28 Egypt 32.29
Egypt 51.39 Morocco 9.85 Morocco 17.94
Morocco 46.74 Zimbabwe 8.46 Zimbabwe 14.26
Mauritius 40.38 Nigeria 2.76 Tunisia 13.60
Botswana 25.77 Mauritius 2.41 Nigeria 13.25
Kenya 25.13 Kenya 2.15 Zambia 9.36
Cote d’Ivoire 17.84 Tunisia 1.74 Malawi 7.08
Nigeria 17.62 Botswana 0.86 Kenya 6.71
Ghana 17.11 Malawi 0.54 Mauritius 6.30
Note: Stock Market Capitalization, Value Traded, and Turnover Ratio data were 
extracted from World Bank Development Indicators for the years 1998-2008. The 
average for the selected year range was computed by the authors.

Appendix 2 
List of Selected African Countries

Algeria Gabon Nigeria
Angola Gambia Senegal
Benin Ghana Seychelles

Botswana Kenya South Africa
Burundi Lesotho Sudan

Cameroon Madagascar Swaziland
Congo Republic Malawi Tanzania

Congo D. R. Mali Togo
Cote d’Ivoire Mauritius Tunisia

Egypt Morocco Uganda
Ethiopia Mozambique Zambia

Namibia Zimbabwe
Niger

 

Appendix 3: Pairwise Correlation Matrix  

    ccorrupt   1.0000 

 ccorrupt

ccorrupt  -0.0200   0.2912*  0.2424*  0.1877*  0.4440*  0.5669*  0.5349*
pcrdbofgdp  -0.1568*  0.8435*  0.7857*  0.7972*  0.4623*  0.9278*  1.0000 

pcrdbgdp  -0.2006*  0.6408*  0.5466*  0.6851*  0.5973*  1.0000 
listco_pc  -0.0513   0.2493*  0.1366*  0.1770*  1.0000 

stturnover  -0.0241   0.8091*  0.8195*  1.0000 
stvaltraded  -0.0056   0.9352*  1.0000 

stmktcap   0.0385   1.0000 
         roe   1.0000 

      roe stmktcap stvalt~d stturn~r listco~c pcrdbgdp pcrdbo~p

ccorrupt   0.1202*  0.5466*  0.5834*  0.5950*  0.5954*  0.2165*  0.0617 
pcrdbofgdp   0.1643*  0.5796*  0.7699*  0.6660*  0.6687*  0.4931* -0.0855 

pcrdbgdp   0.1400*  0.7361*  0.8562*  0.7844*  0.7872*  0.4882* -0.1344*
listco_pc  -0.1403*  0.6012*  0.6298*  0.6682*  0.6620*  0.0993  -0.0350 

stturnover   0.1603*  0.4995*  0.6591*  0.5885*  0.5878*  0.2610* -0.0210 
stvaltraded   0.1679*  0.2204*  0.4745*  0.3822*  0.3776*  0.2920* -0.0144 

stmktcap   0.1432*  0.3546*  0.5705*  0.5011*  0.4948*  0.2823* -0.0074 
roe   0.1241* -0.1460* -0.1746* -0.1236* -0.1207* -0.1457*  0.4818*
roa   0.1391* -0.1094* -0.1081* -0.0833  -0.0756   0.0142   1.0000 

bcbd   0.1844* -0.0220   0.1716*  0.0015   0.0024   1.0000 
fdgdp   0.0330   0.9832*  0.9640*  0.9993*  1.0000 
bdgdp   0.0422   0.9827*  0.9634*  1.0000 

dbagdp   0.0608   0.9359*  1.0000 
llgdp   0.0093   1.0000 

  financials   1.0000 

 financ~s    llgdp   dbagdp    bdgdp    fdgdp     bcbd      roa

Appendix 3 
Pairwise Correlation Matrix
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ABSTRACT
This study contributes to the Country-of-Origin (COO) literature by developing a large cross-na-
tional study of 794 participants from every region of world to investigate the influence of COO in 
their purchasing decision across three different risk scenarios - buying an everyday product, buying 
an expensive, quality product for themselves, and buying a special gift for someone else.  The findings 
support the hypotheses that people from different parts of the world are universal in their purchasing 
behaviors with respect to risk.  Financial risk and “ face” risk were shown to influence purchasing 
decisions.

INTRODUCTION

Globalization is reconfiguring industries 
throughout the world. CEOs are faced with the 
prospect of leading organizations into arenas that 
have never before existed and many are willingly 
admitting grappling with an uncomfortable level 
of uncertainty (Stewart, 1999). Are companies 
“going global” or are they actually becoming a 
“global company” (Doremus, Keller, Pauly, and 
Reich, 1998)? What is the difference?  Is there a 
difference?  To be successful in the near future 
organizations must consciously decide what kind 
of business they want to be, on what basis they in-
tend to compete on, and where they plan on com-
peting. The status quo isn’t an option because not 
changing doesn’t shield an organization from 
new global forces and competitors.

The stakes are very high. It is not unfair to sug-
gest that the opportunities currently available for 
firms have never been greater nor have the chal-
lenges ever been as complex. Communication 
technology has enabled firms, suppliers, and cus-
tomers access to each other as never before. The 

world of business has certainly shrunk or become 
‘flat’ (Friedman, 2005). The almost universal 
movement towards free trade among nations has 
opened up huge potential markets throughout 
the world. These trading blocks, such as NAFTA 
and the European Union, provide the political 
framework necessary to support free trade.  Just 
consider the changes over the past two decades 
regarding where goods are produced and sold. In-
credible advances in information and communi-
cation technology, combined with today’s global 
logistics infrastructure, enable firms to gain sub-
stantial supply chain improvements in cost re-
duction and speed. As a result of these sweeping 
changes, customers are benefiting enormously by 
receiving an unprecedented amount of choice, 
often only a few clicks away.  In economic terms, 
choice leads to competition and competition 
leads to lower prices. And, all of this is happen-
ing on a global scale.  In a borderless world, the 
landscape is defined by customers and econom-
ics much more than by nations and governments 
(Ohmae, 1995).
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Yet, only those firms that understand the impli-
cations inherent in these new global dynamics 
and act on that understanding will survive. The 
opportunities outlined above are available for 
anyone capable of developing a plan aligned with 
this new marketplace.  The concept of “Country 
of Origin” (designated “COO” for the remainder 
of the paper) came into the vocabulary of cor-
porations and academic researchers (Usunier & 
Cestre, 2008)  as firms pursue cost reductions by 
shifting manufacturing to lower cost countries 
and attempt to increase revenues by expanding 
their offerings into new countries.  The explosion 
of globalization, along with the rise in the num-
ber and scope of the multi-nationals, off-shoring, 
outsourcing, global market segmentation, and 
innovative branding techniques has increased the 
complexity of business exponentially.  It has been 
argued that an understanding of the role and 
implication of COO may provide opportunities 
for those possessing this knowledge (Ahmed & 
d’Astous, 1996; Ahmed, Johnson, Ling, Fang & 
Hui, 2002).   

LITERATURE REVIEW

COO is among the most researched concepts 
over the past 35 years (Han, 2010).  Initially, 
COO was singularly aligned with the idea of 
where the product was made.  It was synonymous 
with the “made in” label.  However, research-
ers have delineated the COO concept into nar-
rower dimensions to reflect the different ways 
firms are incorporating global opportunities 
into their operations.  There are now research 
streams addressing areas of “country of manufac-
turing (COM), “country-of-manufacturing/as-
sembly” (COM/A), “country-of-design (COD), 
and “country-of-brand” (COB) (Han, 2010).  
The common thread among the sub-areas is the 
recognition that countries have reputations that 
may or may not be attached to a product or ser-
vice being worked on in that country (Roth & 
Romeo, 1992).  Consumers may hold different 
appraisals for products containing elements from 
different countries, thus impacting - negatively 
or positively - their purchasing intent (Schooler, 
1971).

In theory, the COO concept assumes a number 
of roles.  Han (1989) identified COO as provid-
ing a “halo effect” or a “summary effect” around 

a product or service.  At its core, COO serves 
as a proxy when additional pertinent informa-
tion is either unavailable or unknown in order 
to reduce the purchase risk.  There are, at least, 
three  types of risks a purchaser tries to avoid dur-
ing most purchases.  First, a “financial risk” may 
exist of poorly spending one’s money due to in-
complete or erroneous information regarding the 
functionality of the product or service. Second, 
a “quality risk” of purchasing a poorly designed 
or constructed product that ultimately becomes 
a product failure. Finally, a “social risk” of hav-
ing a purchase stigmatizes the consumer because 
the purchase signals that the consumer either 
lacks a commonly accepted level of knowledge 
or projects poor judgment through the choice of 
a purchase.  In a COO study on wine purchas-
ing behaviors by Chinese subjects, it was found 
that their choices differ greatly depending if the 
purchase was for personal, at-home use, to be giv-
en as a gift, or to be consumed in public.  If the 
purchase was for personal, private reasons only, 
price was the most important factor influencing 
the purchase decision.  However, if the purchase 
was to be given as a gift or if others would observe 
the choice, then COO became the primary fac-
tor influencing the choice (Hu, Li, Xie, & Zhou, 
2008).  The authors pointed to the Chinese cul-
tural aspect of “Face” as the likely root cause of 
this behavior.    A second study of Chinese wine 
purchasing also found COO to be most influ-
ential factor (Balestrini & Gamble, 2006).  The 
Chinese consumer could either be controlling 
the “loss of face” by making a poor or embarrass-
ing choice, or, perhaps, attempting to build “per-
sonal equity” through the association of a qual-
ity choice and the individual making the choice.  
Related to “face” is a concept of coined “initial 
trust” by McKnight (1998) and its linkage with 
COO.  In a study on Polish services offerings, 
Michaelis, Woisetschlager, Backhaus, & Ahlert 
(2008) found that COO was not important to 
the purchase decisions, except in the case where 
the decision was considered “risky”.  This result 
is completely consistent with the notion that 
COO is a tool being used as a signal to indicate 
the amount of risk the purchase may entail, or a 
way to mitigate risk. 

COO has often been compared with, or in com-
petition with, the concept of a “brand”.  The 
literature is inconsistent with respect to the rela-

tionship.  Some research shows COO to be more 
important in the purchase decision, while other 
research points to the importance of the brand.  
For instance, in a study on luxury handbag pur-
chases by 203 Taiwanese women, COO was 
clearly the driving purchasing force (Han, 2010).

However, other studies indicate a supportive re-
lationship exists between the COO and brand 
concepts (Aiello, Donvito, Godey, Pederzoli, 
2009).  Regardless of the actual relationship, it 
is clear the two concepts are closely related and 
both serve as a way for the consumer to either 
reduce their risk and uncertainty regarding the 
purchase or provide “personal equity” by the as-
sociation.

Research has also explored the role that context 
plays in relationship with COO.  In their work 
on New Zealand’s efforts to build their brand 
in the broadly-defined agricultural industry, 
Beverland and Lindgreen (2002) contend that 
contextual factors shape the value of the COO 
concept.  They cite a study that list individual 
characteristics associated with those people who 
apply COO:  the elderly, the less educated, those 
politically conservative, and the novice.  They 
conclude that not only is context important but 
COO is not a stagnant concept, but rather a dy-
namic concept that evolves over time as consum-
ers become more knowledgeable about the prod-
uct, increase their trust in the firm or product, 
or acquire a sufficient level of personal experience 
with the product.

Two important points from the COO literature 
review form the basis for the empirical research 
study outlined below:

1.	 There is a need for large sample, cross-
national research on how different parts 
of the world perceive the value of prod-
ucts (and services) coming from other 
parts of the world.  While the COO 
literature has many empirical studies, 
most of them are limited to one country 
or region.  We feel a contribution could 
be made by surveying individuals from 
around the world on the same questions 
about other parts of the world. 

2.	 While the COO impact on the purchase 
decision is well-researched, the area of 
“for what purpose is the consumer pur-
chasing?” is less explored.  The view that 
COO is a signal to avoid the risks of a 
financial loss or a product failure is well 
established, but the notion that the con-
sumer may be concerned about the risk 
of “losing face” is fascinating and worthy 
of study.  What is the role of “personal 
equity” and its relationship with COO.

RESEARCH STUDY

In order to explore the two points immediately 
discussed above, it was crucial that  a mechanism 
was discovered to reach out across the globe to 
access the opinions of individuals from differ-
ent parts of the world.  Without the varied per-
spectives and experiences of those from different 
countries, the goal of the research could not be 
reached.  We were able to scale this hurdle by 
utilizing a large international email list that one 
of the authors has accumulated over the past de-
cade.  

The second consideration was how to tap into the 
reason “why” someone is making a purchase to 
see if COO had an influence on a decision based 
on the “purpose” of the purchase.  A matrix based 
on two of the risks, “financial risk” and “loss of 
face risk”, was developed (see Figure 1 “Purchase 
Risk Matrix”).  These two risks were selected as 
the key distinguishing dimensions since they are 
cited in the literature as related to COO and its 
risk-reduction nature.  The design involved find-
ing three increasingly risky scenarios placing the 

Risk
Of

Losing 
Face

Hi

Mod

Lo

Lo                Mod                 Hi

Financial Risk

Everyday
Product

Quality
Purchase
for Self

Special
Gift

Figure 1:  
The Purchase Risk Matrix

Figure 1 
The Purchase Risk matrix



 Kevin O’Mara, Kathryn Cort, & Gary Palin A Cross-National Empirical Study Investigating Purchasing Purpose has on the  Country-of-Origin Effect

102 International Journal of the Academic Business World 103Spring 2011 (Volume 5 Issue 1)

survey participants into a particular context as to 
the purpose of the purchase.  The first scenario, 
“Everyday”, describes a purchase of a product 
that is both inexpensive and has very little op-
portunity for personal equity.  A poor or “failed” 
choice has very little negative implications either 
financially or regarding “face”.  The second sce-
nario, “Quality Purchase for Self ”, like “Every-
day” is used solely by the purchaser but, in this 
case, it is an important or expensive item.  There-
fore, the product failure risk has a financial im-
pact.  The final scenario, “Special Gift”, elevates 
the risk to “High” along both dimensions.  The 
financial risk is obvious - it’s expensive.  But the 
“Loss of Face” risk is also “High” because others 
are judging whether this gift is excellent, good, or 
inappropriate.  The purchaser’s personal equity is 
at stake, either way.  An excellent choice, as per-
ceived by the recipient, would make others look 
favorably upon the purchaser.  An inappropriate 
gift would put the judgment or sophistication of 
the purchaser into question by those deeming the 
gift to be inappropriate.  These three scenarios 
became the heart of the survey questionnaire. 

Hypotheses Generation:

The first hypothesis focuses on whether a spe-
cial gift to another would influence the role that 
COO may play in the purchase decision.  Our 
expectation that the high risk along both dimen-
sions would make COO a significant factor in all 
regions of the world.

H1:  If the item being purchased is an expen-
sive item to be given as a “Special Gift” 
or at a special occasion, the COO will 
be an important factor in the selection 	
decision (“GIFT”).

The second hypothesis lowers the risks by limit-
ing the audience judging the ultimate value of the 
gift to just the purchaser.  Our expectations are 
that COO would still have an important role but 
moderated by other contextual factors.  While 
still a significant factor, it will be less intense 
than if the purchase was a special gift or a public 
purchase. 

H2:  If the item being purchase is an expensive 
item to be solely used by the purchaser, 

the COO will be an important factor in 
the selection decision (“SELF”).

The third hypothesis focuses on a very low risk 
decision on both dimensions.  The purchase deci-
sion is private and it is of low economic risk.  In 
this case, we would expect COO to be marginal-
ly important, if at all, in the purchasing decision.

H3:  If the item being purchased is an inex-
pensive “everyday” item, the COO will 
not be a meaningful factor in the selec-
tion decision (“EVERYDAY”).

Research Methodology

Subjects

An important goal of this research was to over-
come the criticisms leveled at past COO stud-
ies for being too narrow in terms of the subjects 
or too antidotal.  Critics (Josiassen & Harzing, 
2008) have questioned the ability to make any-
thing but very limited conclusions from the stud-
ies.  Therefore, a questionnaire was sent out to a 
large international mailing list asking possible 
participants to complete it using an online meth-
od.  We received a total of 794 useable responses.  
The survey gathered a number of important de-
scriptive information about each participant.

Participants were asked to identify their home 
country or region.  We were interested in the 
geographic spread of our participants so we could 
test for possible cross-cultural anomalies.  

Table 1 
Regional Distribution of Respondents

Home Country or Region %
Asia (China, Emerging Asia, India, Japan) 5.2%
Mexico/Central America/South America 2.8%
EU (established and new) 20.0%
USA 71.9%
Other 7.9%

Age plays a part in the use of COO as a proxy 
(Anderson & Cunningham, 1972).  Participants 
selected one of 6 age categories:

Table 2 
Age Distribution of Respondents

Age %
<25 12.3%

25-34  9.9%
35-44 22.2%
45-54 25.9%
55-64 23.0%
>65   6.2%

Gender is well-established as a factor in the buy-
ing decision literature.

Table 3 
Gender Distribution of Respondents

Gender %
Females 43%
Males 57%

Table 4 
Residence Distribution of Respondents

Number of   
Countries Lived in for  
More than Two Years

%

1-2 countries 85%
3-4 countries 11%
> 4 countries 3%

Research Results:

The results of the survey proved to be quite in-
teresting.  

H1:  If the item being purchased is an expen-
sive item to be given as a “Special Gift” 
or at a special occasion, the COO will 
be an important factor in the selection 	
decision (“GIFT”).

Table 5 indicates that the major industrialized 
countries/regions (USA, Established European 
Countries, and Japan) are viewed more posi-
tively in terms of “made in” when choosing a Spe-
cial Gift for Someone. “Made in” does not add 
value for a Special Gift occasion when the gift is 
made in China, India, Emerging Asian, Central 
America, South America and Mexico. The New 

European Countries seem to be positioned in the 
neutral area. This might be due to the fact that 
the respondents of this survey do not have a firm 
perception of products originating from this re-
gion of the world. 

Ordinal regression was conducted using the de-
pendent variable, special gift and the indepen-
dent variables of gender, age, ethnic, and “home” 
(native) country/region that you consider as your 
“home” or native country or region. 

Overall results of the ordinal regression are re-
vealed in Table 6 on the following page.

The interpretation is that one’s gender, age, eth-
nicity and “native” country have an influence on 
choosing a ‘Special Gift for Someone’ from one 
of the above countries/regions adds value to the 
gift.  In eight out of the ten regions/countries in 
this study, significant ordinal regressions were 
found based on demographic variables. ‘Special 
Gifts for Someone Else’ that were ‘made in’ South 
America and USA did not show an overall signif-
icant ordinal regression. Since a large percentage 
of the respondents were from the United States, 
it can be viewed that they see USA ‘Made In’ 
products for special gift giving occasions as the 
norm and not an issue when buying for someone 
else.  Therefore, adding value is a moot point for 

Strongly
Agree

Agree Neutal Disagree Strongly 
Disagree

China 3 6 21 34 36

India 3 10 34 34 20

Emerging 
Asia

2 9 35 34 20

Japan 16 37 29 12 7

Est. EU 29 40 22 5 4

New EU 4 18 50 22 7

Central
America

3 11 41 33 12

South
America

4 16 44 27 10

Mexico 3 8 37 38 14

USA 25 38 25 8 5

Table 5 
Responses  

(in percentages) to the survey question: 
“If choosing a special gift for someone,  

the fact that it was “made in” this country or 
region adds value to this gift.”
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the buyers. It seems that people generally do not 
have a good perception of products that originate 
from South America; therefore, decisive percep-
tions cannot be obtained. 

Bivariate regression analysis was conducted with 
the dependent variable “If choosing a SPECIAL 
GIFT for SOMEONE, the fact that it was ‘made 
in’ this country or region adds value to the gift” 
and the independent variables “gender, age, eth-
nic, native country”.  Table 7 lists the significant 
relationships found between the dependent vari-
able and the independent variables.

Based on the respondent’s demographic compo-
sition certain demographic variables significantly 
influenced respondents’ responses to the state-
ment “If choosing a SPECIAL GIFT for SOME-
ONE, the fact that it was “made in” this country 
or region adds value to the gift. In this analysis 
it was found that some of the demographic vari-
ables were significantly related to the dependent 
variable. 

H2:  If the item being purchase is an expensive 
item to be solely used by the purchaser, 
the COO will be an important factor in 
the selection decision (“SELF”).

Table 8 reveals the results (in percentages) to the  
survey question related to H2.

Similar results are revealed in H2 as in H1. The 
highest percentage of disagreement to this state-
ment comes from products “made in” Japan, 
USA, and Established European countries. The 
highest percentage of agreement to the above 
statement comes from products “made in” China 
(62%), India (54%), Emerging Asia (53%), Cen-
tral America (52%) and Mexico (52%). 

Fewer significant ordinal regression relationships 
exist between the above statement and the inde-
pendent variables: gender, age, ethnic and “na-
tive”/home country. The countries and regions 
that significant ordinal regression relationships 
were found are Japan (.010), Established Euro-
pean Union Countries (.022), Central America 

(.016), Mexico (.042) and USA (.000). Further 
analysis showed that no one particular demo-
graphic variable was found in the majority of the 
significant relationships between the dependent 
and independent variable. However, demograph-
ic variables are important factors in the decision-
making process in the purchasing situation. 

H3:  If the item being purchased is an inex-
pensive “everyday” item, the COO will 
not be a meaningful factor in the selec-
tion decision (“EVERYDAY”).

Table 9 reveals the results (in percentages) to the 
survey question related to H3.

Table 10 reveals that when the scores for strongly 
agree and agree are combined that no country or 
region has a score that is 50 or greater. And the 
disagree score for all countries and regions are 
in the 30s. Certainly the importance of COO is 
not as important as in the two previous buying 
scenarios. 

More in-depth analysis through ordinal re-
gression analysis using the above statement “If 

purchasing EVERYDAY products, you might 
hesitate buying these type of products “made in” 
this country or region” as the dependent variable 
revealed that even fewer significant relationships 
exist between the dependent variable and the in-
dependent variables of age, gender, ethnic, and 
“native” country. Significant ordinal regression 
relationships were found only for Japan (.005), 
India (.003), and Established EU (.028).

Table 6 
Overall Results of the Ordinal Regression

Country/Region 
Ordinal  

Regression  
Significance level

Country/Region Ordinal Regression  
Significance level

China Special Gift .002 New EU  
Special Gift Not significant

India Special Gift .001 Central America  
Special Gift .05

Emerging Asia Special Gift .000 South America  
Special Gift Not significant

Japan Special Gift .000 Mexico  
Special Gift .000

Established EU Special Gift .000 USA  
Special Gift Not significant

Table 7 
Significnt Relationships

China India Asia Japan EST 
EU

NW 
EU

Central 
America

South 
America

Mexico US

Gender .000 .011 .000 .001 .026

Age .018 .028 .027

Ethnic .014 .002 .002 .000

Native .026 .000 .015 .015 .000

Strongly
Agree

Agree Neutal Disagree Strongly 
Disagree

China  33 29 17 14 7

India 22  32  24  15 6

Emerging 
Asia

21 32  27  15  6

Japan 6  9  19  40  27

Est. EU 4  8  16  41  30

New EU 6  27  40  21  6

Central
America

 15  37  31  12  6

South
America

11  34  35  14  6

Mexico 16  36  30  12  6

USA 6 7 16 35 35

Table 8 
Responses  

(in percentages) to the survey question: 
“If purchasing a product for yourself,  

you might hesitate purchasing a  
very expensive product  

“made in” this country or region.”

Table 9 
Responses  

(in percentages) to the survey question: 
“If purchasing everyday products,  

you might hesitate buying these type of 
products “made in” this country or region.”

Strongly
Agree

Agree Neutal Disagree Strongly 
Disagree

China 11  21  20  34  13

India 7  20  26  34  11

Emerging 
Asia

 6  18  30  36  11

Japan 4  6  19  38  33

Est. EU 3  4  17  38  37

New EU 2  10  37  38  13

Central
America

5  18  35  33  10

South
America

4  15  36  35  10

Mexico 5  18  33  33  11

USA 3  3  14  31  49

Table 10 
Strongly Agree and Agree responses 

Combined

Country/Region Combined 
Agreement Score

China 33
India 27
Emerging Asia 24
Central America 23
Mexico 23
South America 19
New EU 12
Japan 10
Est EU 7
USA 6
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Using the independent variables of age, gender, 
ethnic and “native” country in a bivariate regres-
sion analysis revealed that age was a significant 
factor for purchasing “inexpensive, everyday 
products” from the following countries/regions: 
India, Japan, New EU, Central America, and 
South America. The only age groups that are sig-
nificant in further analysis are those in age cat-
egories of ‘Under 25 years’ and ‘25-34’. Ages 35 
and upward do not have a significant relationship 
with the dependent variable. Individuals thirty-
four years and younger seem to be the ones that 
consider the COO when purchasing “inexpen-
sive, everyday products”.

Overall, the results are consistent with our ex-
pectations and confirm all three hypotheses.  As 
the risks, both financial and “face”, decrease so 
is the likelihood of choosing a product based on 
its COO.  However, when the risk is substantial, 
COO is a very important factor in the decision 
making of consumers in those circumstances. 
This was witnessed in the analyses as fewer sig-
nificant analytical relationships existed between 
the dependent and independent variables as the 
analysis moved from H1 to H3.  

MANAGERIAL IMPLICATIONS

The COO literature has historically called for 
managers to consider the implications of COO 
when making decisions.  It seems particularly 
relevant in today’s world when firms are quickly 
moving production facilities around the globe in 
search of lower costs and also tapping into new 
markets by utilizing the internet and other new 
opportunities.  What should not be lost while 
making these financial calculations is people in 
different parts of the world perceive products 
differently depending on their experiences, per-
spectives, and knowledge.  If a firm intends on 
opening a new market in the future, they should 
strongly consider the origins of where that prod-
uct will be made.  With available global manu-
facturing facilities and capabilities, it may not be 
in the best interest of the firm to use the lowest 
price facility if the ultimate customer may ques-
tion the quality of that particular product origin.  

The matrix in Figure 2, is a guide for managers 
to consider when deciding on which aspect of 
global image management they want to pursue.  

The matrix suggests a firm has four strategic al-
ternatives to deal with the market entry decision 
based on the level of product category familiar-
ity of the targeted purchaser, as well their level of 
cultural familiarity of the country of origin be-
ing considered.  

The upper-left quadrant, Product/Brand Repu-
tation, provides the firm with greatest flexibil-
ity since the purchasing decision will be greatly 
swayed on the basis of the reputation of the 
company and the product itself.  For instance, if 
the offering is a well-known product that Sony 

is selling (e.g., a television), a combination of the 
Sony brand and its reputation for making qual-
ity televisions, along with a high familiarity with 
the cultural region, will be the primary determi-
nants of the consumer’s perception of the prod-
uct.  The mere fact that Sony has put its name and 
reputation behind the product offering comforts 
the purchaser regarding all three forms of risk: 
product, financial, and “face” risk.  The consumer 
has little apprehension of the product or where it 
was manufactured so other aspects of the prod-
uct will drive their decision.  The consumer feels 
Sony will insist on a quality manufacturing pro-
cess regardless of where exactly the product is be-
ing manufactured.  Not only is this a huge advan-
tage for the manufacturer but it is also limited to 
established world-class companies and brands.

The upper-left quadrant, Company Reputation, 
also has great flexibility for the company with a 
global reputation.  In this case, the consumer is 
not familiar with the cultural region of manu-

facturing so they are leery of the purchase, par-
ticularly for an “expensive gift” or a “special gift 
for someone else”.  However, if a global brand is 
behind the product some of the hesitation can be 
allied.  This quadrant also indicates that a brand 
extension is also possible since the key factor is 
not the product or the cultural region but the 
company reputation itself.  Again, this quadrant 
is limited to those companies that have a global 
brand or is a regional brand that is well regarded 
by the consumers.  Without such a reputation, a 
firm is taking a chance by associating their prod-
uct with a region that is unfamiliar to its targeted 
customers.  This risk is particularly relevant if the 
product is purchased as a “special gift for some-
one else” or is expensive.

The lower-right quadrant, Country Reputation, 
indicates market risks for the offering.  This 
quadrant involves products that are somewhat 
unfamiliar to the consumer in terms of their 
ability to discern quality differences in the prod-
uct itself.  They need, or are looking for, a signal 
to certify this is a quality product.  The country 
of origin can have an impact on how a product 
is perceived, one way or the other.  French wines 
benefit from being associated with France.  How-
ever, Australian wines may have an association 
of lower quality due to the global expansion of 
their lower-end Yellow Tail brand.  The stronger 
wineries that try to compete at higher levels of 
the wine market are significantly hurt by the as-
sociation.  What can they do?  Perhaps form a 
trade association alliance to market the country 
to the world market in an effort to re-define (or, 
in some cases, define) a country’s reputation.  It 
would be next to impossible for a single company 
to transform the reputation of an entire country 
so a pooling of interests might make sense.  The 
hope is to educate the global consumer that a 
country produces a stratified quality product and 
not to lump all firms together.  

Finally, the lower-left quadrant, Regional Repu-
tation, indicates a market in which the consumer 
possesses low knowledge of the product catego-
ries characteristics and also the region in which 
the offering is being manufactured.  The con-
sumer is presented with potentially significant 
risk across all three dimensions (i.e., financial, 
quality, “face”) when considering an offering.  
The purchase reason will have a substantial in-

fluence on their behavior.  An attempt to entice 
a consumer for a high-end product from this re-
gion will be quite difficult without a significant 
price break.  However, an “everyday, inexpensive” 
product may do just fine as consumers will not 
care as much where the product came from.  A 
firm may have to develop collectively with oth-
er companies a regional strategy to promote a 
region for the benefit of all competitors.  If the 
region is weak, perhaps the strategy could target 
the specific country of origin and try to promote 
why a product from that country should be con-
sidered in isolation from the region.  If a firm has 
a strong global identity, it may want to trade on 
its reputation and allow its reputation to serve 
as a proxy for quality, regardless of where the 
product is actually produced.  Finally, if a firm 
has a particularly strong brand, the market entry 
should focus on that element of the offering and 
that alone.  

CONCLUSION

This paper sought to expand the literature on 
Country of Origin by addressing two aspects 
that appeared to the lacking in the literature to 
date.  First, the sample used in this study is much 
broader and global than other COO studies 
which enabled the results to have a more robust 
interpretation than previous studies.  Second, 
this study attempted to test how the reason for a 
purchase might impact how a particular product 
from different origins would be perceived by the 
purchaser.  Both aspects of this research proved to 
provide interesting insights into how the country 
of origin plays into the purchase decision.  

Future research should attempt to continue the 
practice of compiling responses from a broad 
population of the world.  COO is a global con-
cept that needs to collect the opinions of people 
throughout the world.  Future research might 
consider focusing on specific regions to see how 
that region considers offering originating for 
various parts of the world.  It would be quite in-
teresting and important for companies to under-
stand which areas of the world are open to prod-
ucts from other specific areas but would attach a 
negative reaction to another specific area.  Given 
the strategy of a firm, this information would be 
useful for both locating manufacturing facilities 
and for the domestic content considerations. 

COUNTRY OF ORIGIN MATRIX

PRODUCT
CATEGORY
FAMILIARITY

CULTURAL FAMILIARITY

HI

LO

LO HI

Company    Product/Brand
Reputation        Reputation

Regional Country    
Reputation Reputation

Figure 2 
Country of Origin Matrix
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Future research should continue to explore the 
impact of the role that the purpose of the pur-
chase has on the COO dimension.  This research 
may open up flexibility of off-shoring and out-
sourcing decision for certain types of products 
while also limiting this same decision for prod-
ucts marketed using a different value proposition.  
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