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INTRODUCTION

In recent decades, many countries have imple-
mented various policies to reform financial 
markets through liberalization, privatization, 
and deregulation. Financial market reforms, 
in general, are followed by increased capital-
ization and enhanced activities in domes-
tic equity markets (Schmukler, Gozzi, and 
Torre, 2007). Coupled with development of 
new technology and increased cross-border 
investments, this trend helped financial mar-
kets around the world to be more integrated. 
Financial openness and market integration in 
turn disciplined economic policies and domes-
tic financial sector to improve efficiency. The 
benefits of financial integration lie in more ef-
ficient way of allocating assets and sharing vari-
ous risks. But empirical results suggest that the 
performance of most capital markets had been 
dismal. Thus, it has long been debated in em-
pirical studies how major economic or finan-

cial shocks originated in one market affect oth-
er markets. Yang et al. (2003) showed that in 
recent decades, inter-market relationships have 
been greatly affected by other factors such as 
increased international trade and cross-border 
investments, and more harmonized monetary 
policies between countries.

The U.S. financial crisis, originated from sub-
prime mortgage crisis in 2008, had spread fast 
to other markets, which in turn significantly af-
fected business firms and the lives of numerous 
individuals around the world. The financial cri-
sis of this nature had changed the relationships 
between financial markets with different degrees 
of developments and openness. This study is to 
examine the impacts of the U.S. financial crisis 
on stock markets in Asian countries.

One group of studies examined the impacts of 
the 1997 Asian economic crisis. Roca, Selvana-
than, and Shepherd (1998) noted that ASEAN-5 
(i.e., Indonesia, Malaysia, Singapore, Thailand, 
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ABSTRACT
The impacts of the U.S. financial crisis (2008) on Asian stock markets have been examined by using 
daily returns of 10 (ASEAN, non-ASEAN) stock market indexes. Some notable findings from the 
vector auto-regressive model are: 1) the U.S. crisis had no significant impacts on Asian markets; 
2) the U.S. financial market became less dominant in Asian markets; 3) the speed of adjustment 
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and 5) there were observed strong spillover effects from the U.S. market to Asian markets for the 
whole period. The strong volatility spillovers suggest significant negative impacts from the U.S. 
market to financial markets in Asia. 
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the Philippines) markets are closely linked in the 
short run but not in the long run, and the two 
(Singapore and Thailand) markets had strong 
linkages with the other markets in Asia. Gosh 
et al. (1999) found three types of markets with 
distinctive features during the Asian crisis: one 
group (Hong Kong, Korea, and Malaysia) had 
been greatly affected by the U.S. market only; 
another group (Indonesia, the Philippines, and 
Singapore) by the Japanese market only; and the 
third group (Thailand and Taiwan) not affected 
by other markets. Chai (2003) reported that fi-
nancial markets in Asia became more integrated 
during the 1990s; the US influence remained 
strong in Asian markets; but financial integra-
tion was not accompanied by financial efficiency 
in Asian market. Laurenceson (2003) found that 
financial markets were not strongly integrated 
despite strong linkages in goods/services markets 
between China and ASEAN-5. Worthington 
et al. (2003) noted that the Asian stock markets 
became more integrated during the Asian crisis 
(1997); the relationship between developed and 
emerging markets became rather weaker; four 
(Hong Kong, Japan, Korea, and Singapore) stock 
markets accounted for most of the causal rela-
tionships before the Asian crisis; and two (Tai-
wan and Thailand) markets accounted for much 
of the causal relationships after the Asian crisis. 
Yang et al. (2003) reported that both long-run 
cointegration and short-term causal linkages be-
tween financial markets became stronger during 
the Asian crisis, and the U.S. market had signifi-
cant impacts on stock markets in Asia.

Kanas (2000) examined interdependency be-
tween stock markets and exchange markets 
around the NAFTA implementation (1994) 
for six industrialized countries (i.e., U.S., 
UK, Japan, Germany, France and Canada) 
and found strong volatility spillovers from 
stock returns to exchange-rate changes but 
not the other way around. Darrat and Zhong 
(2005) noted that Asian stock markets had 
long-run relationships before the NAFTA 
but not after its implementation. Forbes and 
Rigobon (2002) provided evidences of strong 
co-movements between stock markets after the 
Mexican peso crisis (1994) and the Asian crisis 
(1997). Fooladi and Rumsey (2006) reported 
that higher co-movements and integration 
between stock markets had been counterbal-

anced by increased volatility of exchange rates, 
and thus, diversification benefits (in U.S. dol-
lars) still persisted during January 1988-June 
2000.

Empirical studies thus far show that financial 
markets in developed countries have been fair-
ly well integrated but not those in developing 
ones. And there is no strong evidence of the 
impacts of U.S. crisis on financial markets in 
Asia, the degree of financial integration, and 
the volatility spillovers between financial mar-
kets across nations. The objective of this study 
is to 1) examine impacts of the U.S. financial 
crisis (2008) on stock markets in Asia; 2) test 
for the speed of adjustments to the shock(s) 
caused by the U.S. crisis; and 3) analyze the 
volatility spillovers between the U.S. market 
and Asian markets. Section II provides empiri-
cal results whereas Section III concludes with a 
summary of notable findings.

EMPIRICAL RESULTS

This study uses daily returns of 10 stock mar-
ket indexes (Finance!Yahoo) for a period of 
May 2005 to April 2010. The market indexes 
include 5 ASEAN (Indonesia, Malaysia, the 
Philippines, Singapore, and Thailand) indexes, 
4 non-ASEAN (Hong Kong, Japan, Korea, 
and Taiwan) indexes, and the U.S. index. To 
better account for its impacts, this period is 
divided into 2 sub-periods: Before the cri-
sis (2005.5~2008.6) and During the crisis 
(2008.7~2010.4).

The descriptive statistics of daily returns are 
presented in Table 1. Before the U.S. crisis, the 
average return for ASEAN is 16.38%, slightly 
lower than 17.92% for non-ASEAN markets. 
The average standard deviation (SD) for ASE-
AN is 470.69%, slightly higher than that of 
458.52% for non-ASEAN markets. The coef-
ficient of variation (as a relative risk measure-
ment) for ASEAN is 29.06, which is slightly 
higher than 25.59 for non-ASEAN markets. 
In sum, ASEAN markets had higher risk for 
each percentage of return.

During the crisis, ASEAN markets posted 
an average return of 17.99%, which is much 
higher than 6.44% for non-ASEAN markets. 
The SD for ASEAN is 835.43%, higher than 
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that of 761.72% for non-ASEAN markets. The 
coefficient of variation for ASEAN is 46.44, 
much lower than 118.28 for non-ASEAN mar-
kets. These results show that 1) non-ASEAN 
market carried much higher risk during the 
U.S. crisis; 2) the average return for ASEAN 
markets slightly increased 9.9% from 16.38% 
before the crisis to 18% during the crisis. For 
non-ASEAN markets, the average return sig-
nificantly decreased 64.06% from 17.92% 
before the crisis to 6.44% during the crisis. 
One of the major factors is related to Japanese 
market, which experienced much lower return 
with higher risk (SD).

Before the crisis, Indonesia among ASEAN 
markets posted the highest return of 38.47% 
while Malaysia had the lowest return of 
11.92%. During the crisis, the Philippines 
posted the highest return of 26.99% but Sin-
gapore had the lowest return of 6.38%. For 
non-ASEAN markets, Korea posted the high-
est return of 25.087% before the crisis whereas 
Taiwan had the lowest return of 10.97%. Dur-
ing the crisis, Korea posted the highest return 
of 13.39% while Japan had the lowest return 
of 6.44%. For ASEAN markets, the average re-
turns slightly increased by 9.83% from 16.38% 
to 17.99%. The SD significantly increased as 
much as 77.5% from 470.69% before the crisis 
to 835.43% during the crisis. For non-ASEAN 
markets, the average return significantly de-
creased by 64.1% from 17.92% to -6.81%. But 
the SD significantly increased by 61.8% from 
470.69% to 761.72% during the crisis. These 

results suggest that the U.S. crisis had more 
significant impacts on non-ASEAN markets 
than ASEAN markets, and the risk (SD) in-
creased in all Asian (ASEAN, non-ASEAN) 
markets.

Table 2 shows that the correlation coefficients 
between the U.S. and ASEAN markets de-
creased by 38.3% from 0.0548 to 0.0338. Be-
fore the crisis, Thai market had a negative corre-
lation with the U.S (-0.0048), Japan (-0.0280), 
and Korea (-0.0230). During the crisis, 19 out 
of 35 correlations are negative in comparison to 
3 negative ones (i.e., Thailand vs. U.S., Japan, 
and Korea) before the crisis. Among others, 
some notable negative correlations are between 
the U.S. and Japan (-0.0790), Hong Kong and 
Taiwan (-0.0678), Japan and Taiwan (-0.0895), 
Japan and Thailand (-0.1464), Taiwan and 
Singapore (-0.1398), and Thailand and Philip-
pines (-0.1035). The correlations between the 
U.S. and non-ASEAN markets decreased as 
much as 29.4% from 0.0466 to 0.0329. These 
results suggest that the U.S. and Asian markets 
became less integrated and thus there still exist 
much diversification benefits to be exploited in 
Asian markets.

The impacts of the U.S. financial crisis on stock 
markets in Asia are examined in the framework 
of the generalized autoregressive conditional 
heteroskedasticity (GARCH) model (Engle 
(1982), Bollerslev (1986)) as follow:

rit = a + biu*rut + e it(1)

US HK JAP KOR TAI SIN MAL IND PHI THA

 Mean 0.0721 0.2411 0.1151 0.2508 0.1097 0.1612 0.1192 0.3847 0.1539 0.1761

 Std. Dev. 3.1255 5.1818 4.4665 4.4499 4.2724 3.7970 3.1292 5.0825 4.8150 6.7106

 Mean 0.0191 0.0825 -0.0681 0.1339 0.1094 0.0638 0.1986 0.2018 0.2699 0.1652

 Std. Dev. 7.8234 9.0102 7.8685 7.2178 6.3723 6.6288 7.4401 7.0312 5.9393 14.7320

Be
fo

re
 

th
e 

cr
is

is

D
ur

in
g 

th
e 

cr
is
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Table 1 
Descriptive Statistics (annualized) Before and During the U.S. Crisis

 (Note): 
ASEAN: SIN: Singapore; MAL: Malaysia; IND: Indonesia; PHI: Philippines; THA: Thailand. Non-
ASEAN: HK: Hong Kong; JAP: Japan; KOR: S. Korea; TAI: Taiwan;

http://en.wikipedia.org/wiki/1982
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σ2
it = wio + ai1σ2

it-1 + ai2e2
it-1(2)

where:

rit is an individual (“ith country”) 
market return;

•	 rut is the US-market return;

•	 et is an error term for “unexpected and 
idiosyncratic shock”;

•	 st
2 is conditional variance;

•	 σ2
t-1 (GARCH effect) is to examine the 

volatility spillovers; and

•	 e2
t-1 (ARCH effect) is to test for the im-

pacts of news (“unexpected changes”).

•	 Empirical results are presented in Table 
3. Before the crisis, the U.S. market had 
significant impacts on four markets, that 
is, Malaysia (at 1% significance level), 
Korea (5% level), and Hong Kong and 
Taiwan (10% level). During the crisis, the 
U.S. market had significant impact only 
on Hong Kong market (1% level). The co-
efficients (biu) show that the U.S. market 
became less dominant in Asian market 
during the U.S. crisis, and the speed of 
adjustment slightly increased in only 6 
Asian markets.

Interestingly, the GARCH terms are sig-
nificant at the 1% level for this period, which 
strongly support the existence of volatility 
spillovers from the U.S. market to Asian mar-
kets. The significant ARCH terms also support 
the financial contagion effects in the U.S. and 
Asian markets. Financial contagion suggests 
that a shock in one market (e.g., U.S.) caused 
undesirable changes and disturbances in asset 
market prices in other country’s market (i.e., 
Asian markets) even though the two markets 
(or economies) do not share any common mac-
roeconomic fundamentals.

Conclusion and Suggestions

This study examined the impacts of the 2008 
U.S. financial crisis on stock markets in Asia. 
Some of notable findings are: 1) the U.S. crisis 
had no significant impacts on Asian markets; 
2) the U.S. market became less dominant in 
Asian markets; 3) the U.S. market became less 
integrated with Asian markets during the U.S. 
crisis; 4) the speed of adjustment slightly in-
creased in most Asian markets during the U.S. 
crisis; and 5) there were observed strong spill-
over effects from the U.S. to Asian markets 
for the whole period. The overall results show 
that the less dominance of the U.S. in Asian 
markets is in sharp contrast to other empirical 
studies (e.g., Worthington et al. (2003), Yang 

US HK JAP KOR TAI SIN MAL IND PHI THA
US 1.0000
HK 0.0343 1.0000
JAP -0.0678 0.2863 1.0000
KOR 0.0083 0.0076 -0.0215 1.0000
TAI 0.0590 -0.0790 -0.0895 0.3597 1.0000
SIN -0.0178 0.3050 0.6223 -0.0019 -0.1398 1.0000
MAL -0.0194 0.0221 0.0723 -0.0277 -0.0154 0.0593 1.0000
IND 0.0131 0.0405 0.0761 0.0589 -0.0023 0.0713 0.0189 1.0000
PHI 0.0038 0.2194 0.5342 -0.0355 -0.0885 0.4058 0.0314 -0.0239 1.0000  
THA 0.1849 -0.0430 -0.1464 -0.0975 0.0335 -0.0647 0.0315 0.0257 -0.1035 1.0000

Table 2 
Correlation Coefficients for the US and ASEAN Stock Markets (During U.S. Crisis)

(Note) The correlation coefficients before the crisis are not presented here to save space but available upon request.
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et al. (2003)); there still exist much diversifica-
tion benefits to be exploited in Asian markets; 
and the strong volatility spillovers suggest sig-
nificant negative disturbance of the U.S. crisis 
on Asian markets. It is suggested that future 
studies need to use more financial market data 
from developed and developing economies 
around other major events (e.g., Mexican cri-
sis (1994), Asian crisis (1997), Russian crisis 
(1998), Turkish crisis (2001)).
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INTRODUCTION

Given the important role of Small and Medium 
Enterprises (SMEs) in today’s economy, espe-
cially in less populated and rural regions, re-
searchers have long sought to better understand 
the enablers and barriers to the adoption of In-
formation and Communication Technologies 
(ICT). (Abouzeedan & Busler, 2006; Bhagwat 
& Sharma, 2007; Gafoor & Iqbbal, 2007; Gray, 
2009; Hansen, Rand & Tarp, 2004; Kollmann 
et al., 2009; Levy & Powell, 2005; Ongori & 
Migiro, 2010; and Simmons, et. al., 2008).

Largely due to resource issues (time, money, 
knowledgeable personnel), these studies also 
suggest that SMEs are generally slower at adopt-
ing ICT than their larger counterparts. Over 
the past ten years, governments, universities, re-
gional development agencies have been seeking 
opportunities to research and train these SMEs 
to incorporate more ICT into their operations. 
And we have known for years that the Internet 
and advanced ICT can improve operations and 
enhance market reach (Porter, 2001). With this, 

the goal has been to better understand the spe-
cific factors that play a role in encouraging or 
inhibiting the adoption of ICT in SMEs.

The following paper examines a common pat-
tern of ICT adoption among SMEs and the role 
an external advisor or expert plays in facilitat-
ing the adoption and use of more advanced ICT. 
Support will be sought by looking at our own 
research over the past six years including both 
qualitative and quantitative data.  

In the following section, a brief literature review 
explores how researchers define the factors that 
encourage and inhibit the adoption of ICT. 
Some of the more recent papers in this review 
have been looking at models of technology 
adoption and their difficulty when explaining 
some anomalies in adoption of more advanced 
technologies and services. Finally, we will in-
troduce how our own research can be used to 
provide a perspective on both adoption patterns 
generally and factors such as trusted individuals 
assisting with ICT adoption.

Evidence for Stalled ICT Adoption and the  
Facilitator eCommerce Adoption Model in SMEs

Gregory J. Fleet
Associate Professor 
Faculty of Business 
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ABSTRACT
Using both primary and secondary research, this study seeks to underline the role of facilitators in 
the progressive evolution and adoption of eCommerce and eBusiness among SMEs. In particular, 
the paper examines the role of Internet marketing as the trigger for successful facilitation of, and 
evolution to, richer eBusiness services. An earlier Atlantic Canadian study by Davies & Vladica 
(2004) introduced the notion of facilitators as the key to moving SMEs along a progressive adop-
tion of ICT and eBusiness services. A more recent UK study (Gray, 2009), theorizes on the tre-
mendous challenges SMEs face in eCommerce adoption, specifically with the step from having a 
basic web site to transacting with goods and services online. The implications for understanding 
and assisting SMEs is obvious; as well, policy makers can now focus their policy and program ef-
forts beyond infrastructure building to training in services that can help SMEs overcome barriers 
in adoption and move up the eCommerce adoption path.
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Barriers and enablers

The work of MacGregor provides a context for 
factors contributing to the adoption of ICT 
by SMEs (MacGregor et al., 2007; Kartiwi & 
MacGregor, 2007; and MacGregor & Kartiwi, 
2010). Their earlier work started by defining the 
unique set of characteristics that might differ-
entiate SMEs from larger organizations, sepa-
rating these into internal or external attributes. 
Within the internal category they define eight 
SME attributes related to management, decision 
making and planning processes, and a further 
three related to resource acquisition. Similarly, 
external factors were grouped into five attri-
butes related to products, services and markets, 
and three related to risk taking and dealing with 
uncertainty. In the end, they generated eleven 
internal and eight external characteristics that 
they argued could similarly be related to the de-
terminants or barriers for SMEs in their adop-
tion of ICT.

In 2007, they used these characteristics to ex-
plore whether SMEs who are organized into 
clusters, or who are found in developing regions 
of the world differ along these nineteen dimen-
sions (MacGregor, Vrazalic, & Harvie, 2007). 
For example, when comparing Australian busi-
nesses, which either were or were not part of a 
business cluster, they found that four character-
istics became barriers for ICT adoption. In par-
ticular, those businesses who were not part of an 
organized business cluster were more likely to 
report that ICT was too complicated to imple-
ment, requiring a financial investment that was 
too high, was not secure enough, or generally of-
fers no advantage to their business.

In subsequent studies, they continued their look 
at differences between SMEs in developed or 
developing parts of the world by grouping spe-
cific barriers into external (supply barriers, de-
mand barriers, and environmental barriers) and 
internal (resource barriers and system barriers). 
In 2007 and again in 2010, they found a marked 
difference between what barriers were most im-
portant to SMEs in developed countries (Aus-
tralia and Sweden, see Kartiwi & MacGregor, 
2007) and what was most important to SMEs 
in developing countries (Indonesia, see Mac-
Gregor & Kartiwi, 2010). In particular, SMEs 
in Australia and Sweden were more likely to 

highlight technical barriers, such as lack of tech-
nical knowledge, or cost and time issues. On 
the other hand, SMEs in Indonesia highlighted 
more organizational barriers, such as ICT not 
being suitable to product/service, not suitable to 
their way of doing business, or not offering any 
advantages to their organization.

Other researchers have conducted similar stud-
ies. Kollmann et al. (2009) surveyed the litera-
ture on more than fourteen thousand business-
es from ten industry sections and twenty-nine 
European countries to examine eight determi-
nants thought to be factors in ICT adoption 
(from compatibility to organizational support 
to perceived usefulness). Using both secondary 
research and a linear regression analysis of the 
data, they found organizational readiness (the 
organization’s financial and technological re-
sources) to be a dominant predictor.

Raus et al. (2008), while looking at a very spe-
cific implementation of ICT (an eGovernment 
service for customs regulations), draws upon the 
work of Rogers’ (1995) diffusion of innovations 
to help classify adoption. They summarized 
three broad categories for adoption, grouped as 
technological, organizational, and environmen-
tal.

Gilmore et al. (2007) provides another view, 
where they looked at European SMEs and the 
use of eMarketing by Irish companies between 
2000 and 2004. First, they grouped reasons for 
pursuing eMarketing into proactive reasons (for 
example, eliminate disadvantages of SMEs) and 
reactive reasons (for example, competitive pres-
sures). Then, like the work of MacGregor, they 
looked at barriers to ICT generally, and eMar-
keting specifically, grouping into three broad 
categories: barriers due to general characteristics 
of SMEs (lack of skills, financial support), prac-
tical implementation and maintenance issues 
(lack of focus on customer, lack of sophisticat-
ed websites), and more organizational barriers 
(partners, suppliers not up-to-date with tech-
nology).

Simmons et al. (2008) continues the marketing 
focus, looking at determinants for SME website 
adoption specifically. They argue that website 
adoption within SMEs is unique, and cannot 
be informed by adoption of larger organizations 
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or current marketing models. Proposing a new 
model, they too suggest that the determinants 
can be grouped broadly into individual factors 
(such as the SMEs owners or managers), and ex-
ternal, industry and business factors.

Internal versus external barriers

In Figure 1 we have summarized this cross-sec-
tion of research seeking to capture the dozens 
of issues that potentially impede the adoption 
of ICT. As discussed above, these factors can 
be easily grouped into categories that, at the 
highest level, split between internal (within the 
business) issues, and external (outside the busi-
ness) issues. On the right, the variety of internal 
barriers to ICT adoption can be grouped into 
those due to personal factors of the owner, man-
agement or leaders of the SMEs (personal bar-
riers such as their awareness, knowledge of and 
attitude toward ICT solutions), those due to any 
number of resource limitations faced by SMEs 
(resource barriers such as real or perceived mate-
rial and skilled resources), or those due to orga-
nizational and operational peculiarities within 
the SMEs (organizational barriers with the cul-
ture or operations). On the other side, there are 
a larger number of external barriers, that we felt 
group together clearly using an extended PEST 
(political, economic, social and technological) 
analysis framework (Johnson, Scholes, & Whit-
tington, 2008).

We can also note that traditionally, the focus of 
governments and regional development agencies 
has been on external factors—that is, leveling 
the playing field for SMEs. For example, in both 
the developed and developing economic regions 
worldwide, there has been a (necessary) focus 
on infrastructure, in particular, ensuring that 
non-urban and rural regions have broadband 
Internet access is likely one of the most global 
approaches to reduce or minimize barriers for 
ICT adoption (Kruger & Gilroy, 2008; Sec-
retariat, 2006). Yet on the issue of broadband 
access, there are some exciting developments 
worldwide. In our own region of Atlantic Can-
ada, provincial governments have committed to 
and now are seeing universal broadband access 
across New Brunswick, a sparsely populated, 
largely rural province (Business New Bruns-
wick, 2009). In other regions such as the UK, 
the goal remains despite government cut-backs 
and delayed deadlines. (Kable, 2010). There are 
similar examples of policies to encourage more 
widespread ICT adoption by tackling politi-
cal, economic and social barriers, to name a few 
(Harindranath et. al., 2008). However, a grow-
ing number of researchers suggest that the shift 
in funding, policy and focus needs to look more 
to internal issues with the SMEs (Wielicki & 
Arendt, 2010). Having reviewed the range of 
factors that can encourage or inhibit technology 
adoption among SMEs, we turn now to how re-
searchers have sought to understand and model 

Figure 1 
Summary of the categories of barriers to the adoption of ICT by SMEs.
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adoption. For years, researchers have struggled 
with whether adoption followed a linear path 
from basic technology and services (networked 
devices and connectivity) to website adoption, 
from eCommerce services to eBusiness inte-
gration internally and between suppliers and 
partners (Al-Qirim, 2003; Dixon et. al., 2002; 
Martin & Matlay, 2001). In the last few years, 
this linear model has been found particularly 
lacking.

Models of adoption

In 2009, Gray (2009) reviewed over twenty-five 
years of papers and data sources from the UK 
and EU, arguing that Internet and broadband 
adoption is in the late stage of (Roger’s (1995) 
technology adoption, while site usage shows 
adoption at the early majority stage. On the oth-
er hand, the data indicated that the use of eBusi-
ness and eCommerce by SMEs in the EU is not 
only at an early adoption stage, but has seemed 
to have stalled. Therefore, the use of ICT for 
marketing, procurement, customer relationship 
management and ERP is largely unrealized.

When looking at the various models of ICT 
adoption, Gray felt that the accepted linear 
models of ICT adoption does not easily account 
for what he found; in particular, the slow and 
stalled adoption of eCommerce and eBusiness. 
Another popular model of adoption, which 
Gray also suggests isn’t supported by the data, 
is that the adoption of ICT is partly a social 
or imitative behaviour. While this argument 
might be used for the mass market or commod-
ity ICT services such as Internet connectivity or 
broadband, it does not seem true for the more 
advanced adoption of eBusiness and eCom-
merce. This, he argues, is understandable given 
the unique requirements associated with these 
capabilities within each individual SME.

Finally, Gray suggests that adoption of eBusi-
ness and eCommerce is more often driven by 
a deliberate, strategic, intention decision than 
logical progression or imitative responses. Es-
sentially SMEs need to have a strong desire for 
the capabilities offered by advanced eCommerce 
and eBusiness. This is, he argues, a significant 
requirement to get started and not necessarily a 
factor driving adoption success.

The trusted facilitator

In 2005, Davis et. al. (2005) raised the issue 
of the trusted facilitators and their impact in 
ICT adoption in SMEs. Through a preliminary 
multi-variant causal factor analysis of SMEs 
who had successfully engaged in eCommerce 
or eBusiness activities they uncovered a number 
of material observations. First, the existence of 
a web site had no causal relationship to eCom-
merce success. This was a startling finding, yet 
not surprising considering the large gap which 
exists with SMEs who have a web site and those 
who are actually engaged in online eCommerce 
and eBusiness activities (recently found to be 
eighty-five percent and thirty-one percent of 
Atlantic Canadian SMEs in Fleet et. al., 2010). 
Relatively speaking, this might be understood 
in that web sites are rather simple and inex-
pensive marketing tools when compared to 
the complexities (or perceived complexities) 
surrounding transactional eCommerce capa-
bilities. Second, and not surprising, Davis et. al. 
found no causal relationship between having a 
broadband Internet connection and successful 
eCommerce activities. In other words, the com-
modity service of broadband Internet did not 
engage the SME to adopt the more enhanced 
eCommerce or eBusiness capabilities. This is 
supported by research showing that the use of 
external or hosted websites for marketing and 
transactional purposes is supported by only half 
of those with broadband connectivity (Fleet et. 
al., 2010).

But Davis et. al. also summarized the extent to 
which facilitators played a role in eCommerce 
adoption. Facilitators can be defined as a person 
or persons close to a business that has or is per-
ceived to have Internet-related expertise; to help 
take the complexity or perceived complexity 
out of the equation of adoption. Using the list 
of barriers shown in Figure 1, facilitators have 
the potential to help SMEs with both personal 
barriers (awareness, knowledge of and attitude 
toward ICT), and resource barriers (in particu-
lar, skilled resources). Davis et. al found both a 
direct and indirect causal relationship from fa-
cilitators to successful eCommerce at a full 0.79 
points. Is it possible, then, that the existence of 
a trusted facilitator can help the SME through 
the often complex journey of eCommerce and 
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eBusiness adoption and thereby play an impor-
tant factor driving ICT adoption.

Anecdotally, our own research over the past 10 
years seemed to support this role of trusted fa-
cilitator, but can a post hoc examination of the 
qualitative and quantitative data also support 
this notion?

METHOD

Quantitative studies  
(2005, 2007 and 2010)

The University of New Brunswick’s Electronic 
Commerce Research and Training Centre (ECC) 
is in a relatively unique position given the re-
search it has completed over the past six years. In 
particular, the Centre has recently completed its 
third Atlantic Canadian-wide quantitative sur-
vey of SMEs and their use and adoption of ICT. 
What is rare is having this historic frame of ref-
erence using a largely consistent set of questions.

Each of the three Atlantic Canada studies was 
conducted using a secure, password-controlled 
web-based survey. Unique email invitations 
were sent to thousands of SMEs across the re-
gion inviting their participation by completing 
a forty-plus item questionnaire. The email ad-
dresses were culled from a range of local and fed-
eral government and business sources. The most 
recent 2010 study, for example, created an email 
database of over eleven thousand businesses.

The survey was available for completion over a 
period of three to four months. Regular remind-
ers were sent to those businesses that had yet to 
participate. Early participation prizes were used 
as incentives, as were small denomination gift 
cards and larger technology offerings (for ex-
ample, iPod touch, Netbooks).

The questions in the survey requested informa-
tion on their Internet use, perceived enablers 
and barriers to ICT adoption, marketing and 
export factors, and finally general business de-
tails. The purpose of each of these surveys was to 
provide a benchmark of technology adoption to 
help frame a series of subsequent training initia-
tives. As such, the questions surveyed this range 
of issues mostly using nominal and ordinal rat-
ing scales and response types.

In order to ensure comparability between stud-
ies, the majority of questions remained un-
changed in the second and third studies. Some 
small changes did occur, and additional ques-
tions were added to the latter surveys to explore 
the role of Internet marketing, and most re-
cently (in the 2010 study), questions were asked 
about the use or planned use of social media. 
To accommodate these additional questions, 
some questions from the original surveys were 
removed in order to keep the completion dura-
tion similar to past surveys and more feasible 
for busy participants. Overall, the three surveys 
maintained over ninety percent of their content.

Qualitative study (2009)

There were also two qualitative studies conduct-
ed, one in 2009 and one in 2010. The 2009 study 
followed a pilot student internship program for 
SMEs. We had heard during the training work-
shops and creation of case studies with Atlantic 
Canadian SMEs that individuals outside the 
SME business (friends, relatives or trusted third 
parties) played a key role in assisting them to 
take the necessary steps to implementing more 
advanced ICT services (Doiron et. al, 2008). (It 
is worth noting that this casual, qualitative find-
ing was used to support the federally-funded 
Small Business Internship Program (SBIP) in 
Atlantic Canada, and extended to all of Canada 
in 2010; Doiron et. al., 2010).

In order to study the impact of this pilot, sev-
en SMEs who had participated in the Internet 
marketing-focused student internships were 
chosen (Doiron et. al., 2010). The program was 
such that students were matched with SMEs 
and assigned projects which required them to 
build and implement a complementary Internet 
marketing strategy for the firms. Owners and 
managers of these firms all felt that their eCom-
merce activities had stalled or was less than they 
desired them to be. The goal of the internship, 
therefore, was to see whether student interns 
could facilitate eCommerce activity within an 
SME through the introduction and use of rela-
tively simple Internet marketing tactics. In ad-
dition, we were interested to see if Internet mar-
keting might serve as a catalyst to get the SMEs 
excited about the potential growth the Internet 
represents for their business and subsequently 
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engage them in eCommerce related activities. 
In other words, this pilot is specifically designed 
to help the SME see Internet marketing as a de-
liberate, strategic, intention decision for their 
business

An unstructured telephone-based interview was 
conducted with these seven SMEs, examining 
the role and success of the student intern, the 
Internet marketing services implemented, the 
impact of the services, and the long-term plan 
for these services.

Qualitative study (2010)

In the 2010 quantitative web survey, partici-
pants were asked if they would be willing to 
take part in a short, follow-up, in-depth tele-
phone survey. From the four hundred thirty-
two participants, twelve SMEs were contacted, 
comprised of three groups of four businesses 
each that demonstrated an advanced, moder-
ate, or minimal use of ICT. Their placement 

into these groups was based on their responses 
to the various technology adoption questions. 
In the web survey, all participants were asked if 
their business currently uses technology to en-
sure (a) secure transactions with consumers; (b) 
an internal company website and communica-
tions intranet; and (c) secure business transac-
tions with other businesses or governments. The 
advanced group were chosen from those busi-
nesses who answered yes to all three questions; 
the moderate group answered yes to one or two 
questions; and the minimal technology group 
answered no to all three questions.

The brief unstructured telephone-based inter-
view asked what key factors they identified as 
important in their adoption, or lack of adoption 
of ICT services.

Table 1 
The Percentage of Atlantic Canadian SMES that Currently use  

A Variety of Technologies and Services for their Business  
(from studies in 2005, 2007 and 2010)
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RESULTS

Rapid and slow adoption rates

Our data show that over six years, SMEs in At-
lantic Canada have demonstrated areas where 
ICT adoption is quite dramatic (Fleet et. al., 
2010). These same data, though, show other 
technologies and services that have growth at a 
much slower rate. In particular, we see consid-
erable growth in the commodity technologies 
and services (broadband Internet, email and 
web browsing, even web site adoption), while 
levels of eCommerce adoption and integrated 
eBusiness solutions are growing much more 
slowly (see Table 1 and Figure 2). While Table 
1 provides the exact percentages for adoption, 
the same data presented graphically in Figure 2 
allow for comparisons of adoption that is rapid 
or slow.

The adoption of social media and  
Internet marketing services

In the 2010 survey, we introduced a series of 
new questions asking SMEs about their adop-
tion and use of a variety of social media tools 
and services. Table 2 provides a summary of the 
percentage of SMEs who indicated they have ad-
opted any of these fourteen marketing services. 
As can be seen from the table, Atlantic Cana-
dian SMEs use a wide variety of online market-
ing services, though none are used by a majority 
of businesses (for example, a site search engine 
is the most popular with less than 50 percent 
adoption). On the other hand, the use of these 
services is more widespread than one might an-
ticipate given that many of these services have 
only reached popular awareness in the last few 
years.

We also asked a number of additional questions 
about these specific marketing services, such 
as: what they felt the impact of these services 

Figure 2 
The Percentage of Atlantic Canadian SMES that Currently use  

A Variety of Technologies and Services for their Business  
(from studies in 2005, 2007 and 2010)
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were on their sales; what factors lead them to 
adopt these services; and whether the adoption 
was part of a formal marketing plan. Of those 
who use these services, no one indicated that 
adoption resulted in a decrease in sales. While 
the majority said there was no change (either 
measured or perceived), yet for the top eleven 
services between twenty-five and fifty percent of 
SMEs indicated an increase in sales.

We further inquired about the drivers for the 
adoption of marketing services, which poten-
tially demonstrates the propensity for trusted 
facilitators of ICT. Our respondents were asked 
which of four factors were important in their 
decision to use these web marketing services. 
If we group these factors by those that involve 
a more personal interaction (workshops and 
recommendations) versus those drivers that 
are more impersonal and external (competitive 
environment and advertising), we see that web 
analytics, search engine optimization, and mul-
timedia content all seem to be adopted with a 
high percentage of workshop and personal rec-
ommendations. This suggests that trusted facili-
tators were more important with choosing and 
implementing these services than for services 
such as pay per click or content management 

systems (where advertisements and competitive 
pressures seem to more important).

Future technology adoption

A comparison of the 2010 data with that of pre-
vious years, especially on the question of what 
technologies and services SMEs plan on adopt-
ing the service in the near future, show some 
considerable changes in opinion. In Table 3, 
there is a list of fourteen ICT services, and the 
corresponding change in percentage of those 
SMEs planning to adopt. It can be noted that 
interest in many of these fourteen services has 
doubled since the 2007 survey (for example, 
while website design interest only grew six 
percent between 2005 and 2007, it jumped to 
twelve percent between 2007 and 2010). In 
fact, three services (website development, pro-
motional/Internet marketing services, and cus-
tomer support) grew by fourteen percent and 
fifteen percent after showing only a three to five 
percent interest previously. This growth in op-
timism is mirrored by the answer to the ques-
tion option ‘I have no plans in this regard’. In 
2005 over one-third of the sample failed to see 
these technologies as part of their companies 

Table 2 
The Percentage of Atlantic Canadian SMES that Currently use  

A Variety of Marketing Services for their Business  
(from 2010 study only).
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near-term plans; but this year, that number had 
dropped to a mere thirteen percent.

Student interns as facilitators (2009)

As noted previously, in 2009 the University of 
New Brunswick’s ECC began a program where 
students worked with SMEs to develop Internet 
marketing opportunties. There were four impor-
tant elements to these internships: (i) All SMEs 
in this study had websites. (ii) Both students and 
a representative from the SME were required to 
sit through a one-day Internet marketing semi-
nar at or near the start of the internships. (Note: 
these seminars alone had proven successful in 
assisting SMEs to adopt Internet marketing 
tactics or practices. For example, results follow-
ing a series of training seminars which engaged 
over four hundred and fifty SMEs showed that 
over sixty-five percent of the attendees engaged 
in one or more Internet marketing tactics). (iii) 
Students were then asked to build an Internet 

marketing strategy for the SME. (iv) Once ap-
proved by the owner/manager the students be-
gan the exercise of implementing the identified 
Internet marketing tactics.

Most SMEs began by implementing Google An-
alytics, which is used to monitor and measure a 
web site’s traffic and effectiveness. Various other 
tactics were employed, including Facebook™ pag-
es, Google Adword™ campaign’s, email marketing 
campaigns and various search engine optimiza-
tion activities. Success of these internships was 
measured in various ways, the most important 
of which was in increase in Internet originated 
sales for the SME.

The results showed that five of the seven intern-
ships were successful. On average the interns 
implemented three Internet marketing tactics 
for their employers and all five SMEs who par-
ticipated continued to utilize the Internet mar-
keting tactics after the internship finished. One 
important note is that none of the students had 

Table 3 
The Percentage of Atlantic Canadian SMES that Indicated they Plan, in the Near Future,  

To use a Variety of Technologies and Services for their Business  
(from studies in 2005, 2007 and 2010).
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any experience in Internet marketing prior to 
the internship; that is, they essentially executed 
these tactics for the first time.

Follow-up telephone interviews (2010)

The last set of results came from the telephone 
interviews that followed the 2010 web survey. 
The 12 SMEs who participated, comprised of 
three groups of four businesses each that dem-
onstrated an advanced, moderate, or minimal 
use of ICT (based on their responses to vari-
ous technology adoption questions in the web 
survey). The advanced group identified three 
factors that precipitated their level of ICT adop-
tion: self-training and education, external train-
ing, and finally in-house or external facilitators. 
The moderate group also identified self-interest 
and self-training as key, as well as the attraction 
or promise of larger or more accessible markets. 
Finally, the group that demonstrated minimal 
adoption of ICT were asked what factors have 
held them back. Not surprisingly, lack of skills 
and/or knowledge, budget or financial con-
straints, time, and the size of their business (for 
example, owner-operated).

DISCUSSION

In exploring the idea that slow or stalled eCom-
merce and eBusiness adoption can be reversed 
by a trusted facilitator, our data are not conclu-
sive. Yet, we have tried to provide a series of sup-
porting arguments from the literature and from 
our research (both quantitative and qualitative).

Our data do show that different technologies 
are adopted by SMEs to differing degrees, and 
that over a five-year period, specific technolo-
gies show a range of adoption levels as well as 
demonstrate various growth rates. We can see 
that a number of technologies have reached or 
are nearing saturation levels in Atlantic Cana-
dian SMEs (for example, PCs, email, web, secu-
rity, functional software packages). Even website 
adoption is now well over eighty percent in our 
2010 data (Fleet et. al., 2010). Yet other tech-
nologies do not demonstrated the same level or 
growth in adoption.

We also found in our most recent 2010 study 
that many Internet marketing and social media 
technologies are being used (ranging between 
thirty and 43 percent adoption by SMEs. We 
believe that the ease of use and low cost of these 
services have played a role, but our data also 
found that the human training and workshops 
and personal recommendations were identified 
as important for these new technologies.

Earlier, we described the literature where organi-
zational readiness, and deliberate planning were 
pre-requisites or determinants of ICT adoption. 
Our own data showed a dramatic increase in 
interest in adopting specific technologies and 
services, which when coupled with inexpen-
sive, easy to install/use services, and trusted fa-
cilitators, provides a compelling formula for the 
adoption of more advanced ICT.

This argument is best demonstrated by the 
successful student internship program (SBIP). 
Businesses keen to find ways to make the Inter-
net work for them, have been trained on Inter-
net marketing approaches, and been provided 
with trusted facilitators to assist them with 
implementation and operational details. (See 
Doiron et. al, 2010 for more details about the 
program and its success).

Together, we would propose these findings indi-
cate a unique hypothesis that deserves research, 
examination and discussion.

The implication of these ideas for policy makers 
is very direct; they can now focus their policy 
and program efforts on Internet marketing fa-
cilitation, which will be the new defining factor 
in helping SMEs overcome barriers in adoption 
and move up the eCommerce adoption func-
tion.

At the same time, the value for SMEs and lo-
cal economies is significant. For many SMEs, 
eCommerce and eBusiness adoption is stalled 
even though they have invested in web sites. 
Moving them up the adoption curve will serve 
to help them to better compete regionally, to ex-
port their products and/or services and to open 
up new markets and opportunities for their 
businesses. Focusing initial facilitation efforts 
on Internet marketing tactics may be a worth-
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while facilitation strategy which can drive sig-
nificant near term results.
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INTRODUCTION

The case study (Yin, 2003) and survey (Baroudi, 
1986) methods have seen extensive application 
in Information Systems (IS). The case study ap-
proach refers to a group of methods which em-
phasize qualitative analysis (Yin, 2003). Data are 
collected from a small number of organizations 
through methods such as participant-observa-
tion, documents, artifact, in-depth interviews, 
or longitudinal studies. Researchers using a case 
study for research purposes have to prepare for 
some strong arguments to overcome criticisms of 
the methods. 

Case studies have been denigrated as having in-
sufficient precision (i.e., quantification), objectiv-
ity, or rigor. To overcome this stereotype of case 
studies as a weak method, investigator must exer-
cise a great care in designing and doing case stud-
ies and accompanied the case studies by theory 
and logical inquiry (Yin, 2003). Suggestions that 
came from the author who operates from a posi-
tivist stance throughout his book are not only ad-
dressed to positivist researches, but also to inter-
pretive researcher intending to develop a theory 
through an inductive thinking process as well.  

Researchers using case study method 
ought to be aware of the logic behind theoreti-
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cal sampling as opposed to statistical sampling, 
and theoretical generalization as opposed to 
statistical generalization. The key idea related 
to theoretical sampling involves comparison of 
cases. Theoretical sampling is necessitates in de-
veloping interpretative theories from the emerg-
ing data and selecting a new sample to examine 
and elaborate on this theory. It is the principal 
strategy for the grounded theoretical approach 
but will be used in some form in most qualitative 
investigations necessitating interpretation (Mar-
shal, 1996).
Interpretive researchers intending to build or de-
velop a theory need to do more than just adopting 
the criteria proposed to overcome the aforemen-
tioned criticisms of case study, such as construct 
validity, internal validity, external validity, and 
reliability (Yin, 2003). Interpretive researchers 
also need to make some adaptations to the case 
study guidelines. 

THEORETICAL PERSPECTIVES

Underlying Philosophical Assumptions 

An important aspect that may influence the 
choice of a research method is the philosophi-
cal lens that is used to frame the investigation. 
Throughout the literature about approaches to 
IS research, there have been papers that explore 
this influence. Some authors described the three 
lenses through which IS research can be conduct-
ed (Orlikowski and Baroudi, 1991; Chua, 1986). 

The positivist perspective, which has its roots 
in the natural sciences, assumes that an objec-
tive physical and social world exists independent 
of humans and can be objectively characterized 
and measured. Positivist studies are premised 
on the existence of a priori relationships within 
phenomena that are typically investigated with 
structured instrumentation (Orlikowski and 
Baroudi, 1991).  This perspective, are an impor-
tant paradigm to distinguish between studies 
that were theoretically grounded and those that 
are only aimed at describing a phenomenon (Or-
likowski and Baroudi, 1991). 

An interpretive perspective emphasizes that re-
ality is socially constructed and open to various 
interpretations both by actors and researchers 
(Walsham, 1995). A researcher adopting such a 

perspective seeks to develop a thorough under-
standing of a phenomenon within a particular 
cultural and contextual setting. The intent is not 
to generalize but to understand the deeper struc-
ture of a phenomenon (Orlikowski and Baroudi, 
1991).  

The critical perspective is based on the notion 
that people have unfulfilled potential and can act 
to change their social and material environment 
(Orlikowski and Baroudi, 1991). It seeks  (ac-
cording to Cecez-Kecmanovic, 2001) “to achieve 
an emancipator social change by going beyond 
the apparent to reveal hidden agendas, concealed 
inequalities and tacit manipulation involved in a 
complex relationship between IS and their social, 
political and organizational contexts”. 

Interpretive in Information Systems

The emergence of interpretive in information 
system research is seen as gaining ground at that 
point against a predominantly positivist research 
tradition in IS (Walsham, 1995). Within inter-
pretive research theory plays a crucial role in in-
terpretive research in IS, and used as a ‘sensitizing 
device’ to view the world in a certain way (Klein 
and Myers, 1999), and the researcher’s interpre-
tation role is bringing “such subjectivity to the 
fore, backed with quality arguments rather than 
statistical exactness” (Garcia. 1997).   

The interpretive view share the goal of under-
standing the complex world of lived experience 
from the point of view of those who live it. This 
goal is variously spoken of as an abiding con-
cern for the life world, for the emic or insider’s 
perspectives point of view, for understanding 
meaning, and for grasping the actor’s definition 
of a situation Schwandt, 1994). The founda-
tion   assumption for interpretive research is that 
knowledge is gained, or at least filtered, through 
social constructions such as language, conscious-
ness, and shared meanings (Walsham, 1995). In 
addition to the emphasis on the socially con-
structed nature of reality, interpretive research 
acknowledges the intimate relationship between 
the researcher and what is being explored, and 
the situational constraints shaping this process 
(Mingers, 2001; Klein and Myers, 1999).
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Qualitative-interpretive approach

Qualitative and interpretive approaches are 
not, by all means, equivalent and interchange-
able terms (Klein and Myers, 1999). Qualitative 
research encompasses many interpretive para-
digms, each reflecting different epistemological, 
ontological and methodological assumptions 
and beliefs 

Understanding and being explicit about these un-
derlying premises is important in order that the 
research design achieves congruency between the 
theoretical paradigm, strategies of inquiry, and 
methods for data collection. Qualitative research 
is a broad umbrella term for research methodolo-
gies that describe and explain the experiences, 
behaviors, interactions and social contexts of a 
person (Strauss and Corbin, 1990) without the 
use of statistical procedures or quantification. 
Therefore, qualitative research may or may not be 
interpretive depending upon the philosophical 
assumptions of the researcher (Klein and Myers, 
1999). 

CASE STUDY DESIGN

  Strategies of inquiry provide the link between 
a study’s underlying paradigm and the meth-
ods used to collect the “empirical materials” 
Schwandt, 1994). A case study is but one of sev-
eral ways of doing research. In general, “case stud-
ies are the preferred strategy when how or why 
question are being posed, when the investigator 
has little control over events, and when focus is 
on a contemporary phenomenon within some 
real-life context”  (Yin, 2003). 
The case study design can include a single, in-
depth pilot case study followed by cross-case 
analysis of several firms. Problems and issues 
identified in the pilot case study can be pointed 
to an important variable for further investiga-
tion. These subsequent multiple case study, have 
the objective of testing a tentative pattern of im-
portant variables identified from the pilot case 
and the literature. It is conducted in a natural 
setting, without intentionally manipulating the 
environment, provide researchers with opportu-
nities to unveil specific, unique contextual con-
ditions, and allow researchers to grasp a holistic 
understanding of a phenomenon under investi-
gation (Andrade, 2009).

It typically involves highly detailed rich descrip-
tions of human behavior and opinions. With 
regard to analysis, data was organized “around 
the substantial topics of the case study” by first 
reviewed and coded in terms of its relationship to 
the organizational factors identified [Yin, 2003; 
Merriam, 1998), whereas  the resultant data dis-
play tables represent a crucial link in the chain 
of evidence between the raw data and the subse-
quent analysis and development of conclusions 
(Yin, 2003). 

Interpretive Case Studies

The use of the case study research approach is 
widespread in the IS community. The case study 
approach is multi-faceted and may be applied 
and used in a number of different ways (Darke, 
Shanks, and Broadbent, 1998). Case studies can 
be undertaken from a positivist or interpretive 
paradigm, may be deductive or inductive, may 
involve single or multiple cases using literal or 
theoretical replication and may use qualitative 
and quantitative data. Case study is one of the 
primary research designs for IS research, besides 
laboratory experiments and surveys. 

In fact case study research is the most common 
and valuable interpretive-qualitative approach to 
studying IS in organization, and more strongly 
that it is a better method than positivism for this 
purpose (Orlikowski and Baroudi, 1991). Case 
study is also attributed as “the most appropri-
ate method for conducting empirical research 
in the interpretative tradition is the in-depth 
case study” (Walsham, 1995) and that “positiv-
ist criteria…are inappropriate for interpretive re-
search” (Klein and Myers, 1999).  

In qualitative-interpretive case studies the re-
searcher is directly involved in the process of 
data collection and analysis (Klein and Myers, 
1999). It provides an opportunity to get a deep 
insight into the problem under study because “an 
interpretive explanation documents the [partici-
pant’s] point of view and translates it into a form 
that is intelligible to readers” (Newman, 1997). 
Indeed, interpretive research makes it possible to 
present the researcher’s own constructions as well 
as those of all the participants (Walsham, 1995). 
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Developing Theory with Cases 

The emergence of interpretive in information 
system research is seen as gaining ground at that 
point against a predominantly positivist research 
tradition in IS (Walsham, 1995). Within inter-
pretive research theory plays a crucial role in in-
terpretive research in IS, and used as a ‘sensitizing 
device’ to view the world in a certain way (Klein 
and Myers, 1999), and the researcher’s interpre-
tation role is bringing “such subjectivity to the 
fore, backed with quality arguments rather than 
statistical exactness” (Garcia, 1997).   

The interpretive view share the goal of under-
standing the complex world of lived experience 
from the point of view of those who live it. This 
goal is variously spoken of as an abiding con-
cern for the life world, for the emic (or insider’s 
perspectives) point of view, for understanding 
meaning, and for grasping the actor’s definition 
of a situation Schwandt, 1994). The founda-
tion   assumption for interpretive research is that 
knowledge is gained, or at least filtered, through 
social constructions such as language, conscious-
ness, and shared meanings (Walsham, 1995). In 
addition to the emphasis on the socially con-
structed nature of reality, interpretive research 
acknowledges the intimate relationship between 
the researcher and what is being explored, and 
the situational constraints shaping this process 
(Mingers, 2001; Klein and Myers, 1999).

DATA ANALYSIS AND  
INTERPRETATION

According to Yin (2003), there are various ap-
proaches to qualitative data analysis, some being 
more suited to certain situations than others; tri-
angulation between data sources (data triangula-
tion) or among different evaluators (investigator 
triangulation), as well as analysis, coding and 
data displaying (Miles and Huberman, 1994).

There are also three general approaches to text 
analysis with each being dependent on assump-
tions to include the role of the researcher: for 
positivistic view (content analysis, verbal proto-
col analysis, script analysis), linguistic (speech 
act analysis, discourse analysis) and interpretive 
(hermeneutics, intentional analysis) approaches 
(Lacity and Jansen, 1994).   

Intentional analysis is a form of interpretive data 
analysis that attempts to understand the speaker’s 
intention.  It assumes the research and interview 
have similar background in the research subject 
allowing the research to better understand the 
contextual factors that influence the research 
subject (Lacity and Jansen, 1994). Intentional 
analysis allows the researcher to discuss with the 
participants the meaning they ascribe to their 
experiences.  This method is particularly appro-
priate for analyzing data collected in interviews 
and consists of four steps of analysis; described as 
follows (Lacity and Jansen, 1994):

In the first step of the intentional analysis, the re-
searcher describes the ‘ facts’ of the phenomenon. 
‘Facts’ are socially shared realities agreed upon by 

Tabel 1 
Lacity text analysis framework

Assumptions
Text analysis 
approaches

Research  
Methods

Nature  
of the Text

Role of  
Researcher

Validity  
Check

Examples

Positivist Identification 
of nonrandom 

variation

Objectives Outsider Quantitative •	 Content analysis
•	 Verbal protocol 

analysis
•	 Script analysis

Linguistics Study language 
relationship

Emergent Outsider Primarily 
qualitative

•	 Speech act analysis
•	 Discourse analysis

Interpretivist Analyses the 
cultural

Subjective Insider Qualitative •	 Hermeneutics

•	 Intentional analysis
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all participants. For example, in this case, the 
planning manager, the deputy director of IT, and 
employees may all attest to the “fact” that the 
SIGT (stands from System Information Gardu 
dan Trafo, a geographical based information 
systems and specific decisions support systems) 
implementation caused a change to their work-
ing environment.

In step two, the researcher determines the way par-
ticipants ascribe meaning to their separate realities 
by how they perceive cause and effect. For example, 
in the case study, the planning manager and the 
deputy director of IT may attribute the SIGT 
implementation as a necessity created by a domi-
nant pressure for performance indicator, whereas 
the employee may believe that the SIGT develop-
ment and installation was based on firm’s prefer-
ence for an IT solution above a manual system.  

In step three, the researcher identifies themes-(or 
invariants) that emerge from the text. The re-
searcher then identifies themes that are used to 
develop common interpretations for an entire class 
of phenomena. Considering the large amounts of 
non-standard data produced, data analysis   con-
sisted of the identification and development of 
themes, rather than analyzing data based on an 
external, pre-defined structure. This process was 
supported by the early conception of the learning 
framework to guide research focus. As analysis 
progressed, the researcher identified relation-
ships that connected portions of description, 
verified through field notes, with explanations 
offered in the working model, in order to develop 
common interpretation.

In step four, the researcher abstracts the “essences” 
from the text. Essences are wholly subjective gestalts 
what is learned from studying the phenomenon. 
Abstracting essences requires creativity, intuition 
and reflection. The researcher no longer asks “What 
do the participants think about the phenomenon?” 
but rather, “What do I think?” (Lacity and Jan-
sen, 1994). Thus, analysis depends on an inves-
tigator’s own style of a rigorous thinking (Yin, 
2003). After the evidence from the triangulated 
resources were collected the responses for the re-
search question are coded and tabulated in order 
to make some comparison in a cross-case analysis 
manners.

EXERCIZING THEORY BUILDING

Strong recommendation stated that researchers 
can take their previous knowledge into account, 
either from the existing literature or from their 
previous experience. It can be used as a guide 
during the process of forming a theoretical ba-
sis for the approach to the issue to be studied 
(Eisenhardt, 1989, Walsham, 1995). Although 
some researchers may mistakenly assume that 
exploratory study suggests getting into the field 
without reviewing the literature, it is a serious 
misunderstanding of the technique (Urquhart, 
2007).  Siggelkow (2007) explains exploratory 
study should take the stance that “our observa-
tions [are] guided and influenced by some initial 
hunches and frames of reference” and emphasize 
that “an open mind is good; an empty mind is 
not”.

Interpretive researchers have to keep in mind for 
not just impose previous theories when analyzing 
the data instead of generating original categories; 
it informs the researchers’ ideas and helps them 
to produce a preliminary theoretical framework 
that should be regarded as a “sensitizing device” 
(Klein and Myers, 1999), which can only be 
modified according to the actual findings; that 
may result in an unintentional discovery. 

The literature also reminds the researchers for 
not to lose theoretical sensitivity (Glaser and 
Strauss, 1967) since theoretical sensitivity will 
provide the “awareness of the subtleties of mean-
ing of data” and elaborate that “one can come to 
a research situation with varying degrees of sen-
sitivity depending upon previous reading and ex-
perience with or relevant to that area.”  

Researchers ought to implement some evalua-
tions concerning the relevance of their prelimi-
nary theoretical framework face-to-face the ac-
tual findings (Urquhart, 2007). It was suggested 
that “the preliminary literature review is con-
ducted on the understanding that it is the gener-
ated theory that will determine the relevance of 
the literature” (Urquhart and Fernandez, 2006). 
And for that reason, it supposed to be revisited 
and contrasted to the emergent theory from the 
data.
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Conducting research using  
interpretive case study

Interpretive case studies provide researchers with 
vehicle to develop theory by applying “an explor-
atory, fluid and flexible, data driven and context 
sensitive” approach (Mason, 1996). Nevertheless, 
a good research design should make answerable, 

decisions concerning the research questions, unit 
of analysis, sampling strategy, data collection 
strategy, analysis and management of data, and 
justification for conducting the research using 
this methodology from the beginning to enable 
further strategy decisions to be made if needed 
(Mason, 1996). 

Tabel 2 
Validity for Interpretive Case Study Approach

Criterion Definition Specific case study tactic Interpretive approach
Construct 
validity

Establishing 
correct 
operational 
measures for the 
concepts being 
studied

Use multiple source of 
evidence 
 
Establish chain of evidence 
 
Have key informants 
review draft case study 
report

Confirmability: triangulation is 
considered to be a key criterion for 
confirmability: an extent to which 
the researcher admits his or her own 
predispositions [14]. Emphasizing the 
role of triangulation in promoting 
such confirmability is desirable 
in order to reduce the effect of 
investigator bias. 

Internal 
validity

Establishing 
causal 
relationship as 
distinguished 
from spurious 
relationships

Do pattern matching 
 
Do explanation-building

 
Address rival explanations 
 
Use logic models

Credibility: Pattern-matching, by 
which the researcher compares an 
observed pattern against a predicted 
one, is regarded as a valuable tactic for 
case study analysis, while explanation 
building is considered as a special type 
of pattern matching [1].

External 
validity

Establishing 
the domain to 
which a study’s 
findings can be 
generalized

Use theory in single-case 
studies 
 
Use replication logic in 
multiple-case studies

Transferability: Generalizing implies 
going “from particular instances to 
general notions” [29], and interpretive 
researchers should include the 
temporal and spatial dimensions 
of the phenomenon under study in 
their analysis in order to produce 
theoretical generalizations [4]. Either 
from one case or from multiple cases, 
they intend to produce theoretical 
generalizations instead of testing 
theory. 

Reliability Demonstrating 
that a study can 
be repeated with 
the same results

Use case study protocol 
 
Develop case study 
database

Dependability: Presenting the 
chain of evidence contributes to 
the trustworthiness of the analysis. 
Indeed, reliability for qualitative 
research “means producing results 
that can be trusted and establishing 
findings that are meaningful and 
interesting to the reader” [32] instead 
of showing consistent results by 
repeated analyses. 
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Having developed research questions for the case 
study, the next element that needed to be consid-
er is unit analysis. The “key issue in selecting and 
making decisions about appropriate unit analysis 
is to decide what it is you want to be able to say 
something about at the end of the study” (Patton, 
1990). After the unit analysis had been defined, 
the sampling strategy needed to address the re-
search questions must be identified.  Interpretive 
case study tended to rely upon purposeful sam-
pling rather than random sampling. Purposeful 
sampling involved an in-depth study of small 
samples of people that were situated in their con-
text (Miles and Huberman, 1994). Researcher 
then moving to the next elements involving data 
to be collected and then analysis that lead to the 
theory produced.

Validity Consideration

In the interpretive research paradigm, a primary 
focus is for researchers to capture authentically 
the lived experiences of people, and it is noted 
that “Such experience, it is argued, is created in 
the social text written by the researcher. This is 
the representational problem. It confronts the 
inescapable problem of representation, but does 
so within a framework that makes the direct 
link between experience and text problematic” 
Schwandt, 1994). Part of their solution to the 
validity issue has been to rearrange traditional 
quantitative validity concepts and to use labels 
that are more acceptable to qualitative research-
ers (Lincoln and Guba, 1985). One set of crite-
ria includes the following types: confirmability 
( to replace the quantitative concept of objectiv-
ity), credibility (to replace for the quantitative 
concept of internal validity), transferability (to 
replace the quantitative concept of external va-
lidity), and dependability (to replace  the quanti-
tative concept of reliability).

Confirmability

The concept of confirmability is the qualitative 
investigator’s comparable concern to objectivity. 
Here steps must be taken to help ensure as far 
as possible that the findings in this work are the 
result of the experiences and ideas of the infor-
mants, rather than the characteristics and pref-
erences of the researcher. Triangulation is con-
sidered to be a key criterion for confirmability: 

an extent to which the researcher admits his or 
her own predispositions (Miles and Huberman, 
1994). Emphasizing the role of triangulation in 
promoting such confirmability is desirable in or-
der to reduce the effect of investigator bias. 

Although case study approach recognizes the 
problematic nature of defining a correct “opera-
tional set of measures” (Yin, 2003), it does not 
discard it at all. Instead, the case study design 
proposes using multiple sources of evidence in 
a triangulation fashion in order to contribute to 
addressing any potential problem: “data triangu-
lation….essentially provides multiple measures of 
the same phenomenon” (Yin, 2003). As a replace-
ment for the word triangulation, interpretive re-
searchers should prefer, and feel more comfort-
able with, the term corroboration, which denotes 
“the act of strengthening [an argument] by ad-
ditional evidence” Hayward and Sparkes, 1975). 
An interpretive researcher is strongly advocated 
to maintain the chain of evidence, which is es-
sential for achieving a persuasive account in the-
ory building studies (Eisenhardt and Graebner, 
2007). In case participants reviewing the report 
disagreed with the researcher’s conclusions, they 
ideally should not dispute the factual account 
presented by   the researcher (Yin, 2003). 

Furthermore, considering on the previous argu-
ment of operational measures, even in the situ-
ation where all the participants agree with the 
researcher’s conclusions, it doesn’t mean that 
construct validity had been achieved. Instead of 
construct validity as is defined by the case study 
design (Yin, 2003), “theoretical sufficiency” 
should allow interpretive researchers to build up 
and work upon constructs which emerge from 
the problem under investigation (Dey, 1999). Re-
searchers should also adopt the notion of “theo-
retical sufficiency” instead of “theoretical satura-
tion” (Glaser and Strauss, 1967). 

While both indicate that the data have been 
properly analyzed, the latter turns out to be   an 
inflexible expression because it “has connota-
tions of completion [and] seems to imply that the 
process of generating categories (including their 
properties and relations) has been exhaustive” 
(Dey, 1999).   
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Credibility

One of the key criteria addressed by positivist 
researchers is that of internal validity, in which 
they seek to ensure that their study measures 
or tests what is actually intended. According to 
Merriam, the qualitative investigator’s equivalent 
concept, i.e. credibility, deals with the question, 
“How congruent are the findings with reality?” 
There will be some answers for that question 
but the strongest argument stated that ensuring 
credibility is one of most important factors in es-
tablishing trustworthiness (Guba and Lincoln, 
1994).

Pattern-matching, by which the researcher com-
pares an observed pattern against a predicted 
one, is regarded as a valuable tactic for case study 
analysis, while explanation building is consid-
ered as a special type of pattern matching (Yin, 
2003). However, as was explained earlier, in an 
attempt to achieve internal validity according to 
the precepts of the case study design, interpretive 
researchers may downgrade the essence of theory 
building. Once again, theory-building studies 
can produce conclusive theories and are useful 
not simply for the generation of hypotheses.  In 
addition, looking for rival explanations, other 
than the posed theoretical propositions, is a prin-
ciple that is not exclusive for positivist researchers 
during the study. 

Searching alternative reasons for the occurrence 
of a phenomenon is a task that adds rigor to the 
piece of research. This is particularly true for in-
terpretive researchers, who must keep an open 
mind when looking for any cause-effect relation-
ship that can offer a plausible explanation of the 
phenomenon under study. This exercise adds to 
the credibility of the analysis and findings (Guba 
and Lincoln, 1994). The coding procedure assists 
interpretive researchers in establishing the causal 
relationships that ultimately produce theory. 

Transferability

External validity “is concerned with the extent to 
which the findings of one study can be applied to 
other situations”. In positivist work, external va-
lidity refers to the extent that the findings from 
a particular study are able to be generalized and 
the concern often lies in demonstrating that the 
results of the work at hand can be applied to a 

wider population. However, the term should not 
be restricted to a statistical definition based on 
generalizations to the population from the sam-
ple. Since the findings of a qualitative project are 
specific to a small number of particular environ-
ments and individuals, it is impossible to demon-
strate that the findings and conclusions are appli-
cable to other situations and populations.

Generalizing implies going “from particular 
instances to general notions” (Lee and Basker-
ville, 2003), and interpretive researchers should 
include the temporal and spatial dimensions of 
the phenomenon under study in their analysis 
in order to produce theoretical generalizations 
(Walsham, 1995). These dimensions can yield 
important explanations of past data in particular 
contexts that could be useful to other settings in 
the future. Interpretive researchers may or may 
not agree with the suggestion to test the emer-
gent theory from one case to a second one and so 
on under the “replication logic” (Yin, 2003). This 
approach returns the research to a hypothesis-
testing exercise, and although a correct approach 
is from a positivistic perspective, it diverts the 
interpretive researchers intending to develope 
theory away from their main objective. Either 
from one case or from multiple cases, they intend 
to produce theoretical generalizations instead of 
testing theory.  

Dependability

 Using a case study protocol and developing a 
case study database assists researchers in orga-
nizing data during the research process (Yin, 
2003). However, from an interpretive approach, 
the purpose in doing so is not to guarantee that a 
second researcher will arrive at exactly the same 
conclusions as the first one might have. The in-
terpretive paradigm is based on the concept of 
empathetic or appreciative understanding that 
can be attained “when, through sympathetic par-
ticipation, we can adequately grasp the emotional 
context in which the action took place” (Weber, 
1978).  Researchers are seen to be part of the re-
search process as they seek to uncover meanings 
and understandings of the broad interrelation-
ships in the situation they are researching by rely-
ing on the people being studied to provide their 
own explanation of their situation or behavior.  
The interpretive paradigm therefore takes the 
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view that the world is socially constructed and 
subjective, and that there is no reality outside of 
people’s perceptions (Ticehurst and Veal, 1999).  
These arguments imply that, the next researcher 
that use the same data and give a different in-
terpretation based on her/his own beliefs and 
abilities to grasp the essence of the emotional 
context, he/she might present a completely dif-
ferent picture or discover a different angle to the 
same problem. Presenting the chain of evidence 
contributes to the trustworthiness of the analy-
sis. Indeed, reliability for qualitative research   
“means producing results that can be trusted and 
establishing findings that are meaningful and in-

teresting to the reader” (Trauth, 1997) instead of 
showing consistent results by repeated analyses. 

THE APPLICATION OF THE  
CASE STUDY

The focus of the research objectives was to ex-
plore the pattern of IT infrastructures, and how 
it might be playing the role as an enable of strate-
gic alignment. And as an exemplification on how 
case study design for developing theory, can be 
adopted and adapted, a doctoral research will be 
forwarded as an example. 

Table 3 
The Case Study Protocol

Activities: Description:
Context Information Systems
Research Question The guiding research question is, “How do firms achieve and maintain 

strategic alignment in a dynamic environment?”. This study also provided 
insight into the following questions that are more specific than the overall 
research question. “How do characteristic of infrastructure IT flexibility 
(connectivity, compatibility, and modularity) play the role in achieving firm’s 
strategic alignment” and ”How do knowledge and skills of IT staff play the 
role in achieving firm’s strategic alignment?”

Boundary of the 
study

The role of information technology infrastructures flexibility in achieving 
and maintaining sustainable strategic alignment 

Unit of analysis Strategic alignment
The cases Four major companies in Indonesia participating in this study, one public 

and three state own companies. The selection of cases based on the stated 
reports and the level of strategic alignment between information technology 
and business strategies.

Literal replication 
concern

(1) Willing to be accessed by strategic-alignment tools set, and (2) Developed 
and implementing information technology master plan as an output of 
information systems strategic planning activity 

Data collection 
strategies

Data collection was conducted in the mode of triangulation source of data, 
categorized as primary and secondary source of data. The primary data 
includes: focused in-depth interviews, field notes, firm’s artifacts, direct 
observation, and artifact examination; while the secondary sources of 
data entailed archives, documents, manuals, systems, as well as published 
information material.

Data analysis and 
chain of evidence

For analyzing and chaining the evidence from the findings, intentional 
analysis was adopted by conducting the Lacity’s steps (Lacity and Janson, 
1994).:

Interpretation of 
findings

 Insights are validated with rich descriptions, direct quotes from participants, 
and peer review of the interpretation (Lacity & Hirschheim, 1993) in order 
to build the thick description (Geertz, 1973) sought under this analytical 
ethos.
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Components of Research Design 

The case study design is the logical sequence that 
connects the empirical data to a study’s initial 
research questions, and ultimately to its conclu-
sion (Yin, 2003). Within the context of Infor-
mation Systems, the research question for this 
study is , “How do firms achieve and maintain 
strategic alignment in a dynamic environment?”. 
This study also provided insight into the follow-
ing questions that are more specific than the 
overall research question. “How do characteris-
tic of infrastructure IT flexibility (connectivity, 
compatibility, and modularity) play the role in 
achieving firm’s strategic alignment” and ”How 
do knowledge and skills of IT staff  play the role  
in achieving firm’s strategic alignment?” For the 
purpose of analysis, this study define alignment 
between IT strategies and business strategy as 
unit analysis (holistic unit analysis). 

This research was not testing any hypothesis, 
proposition, or theoretical framework.  The goal 
of this multiple-case study design, is an in-depth 
understanding and exploratory of the research 
problem (Miles and Huberman, 1994) of how 
firms achieve strategic alignment. This study em-
ployed four major companies in Indonesia in the 
area of electricity and power plant, energy, and 
telecommunication as case studies. The strongest 
suggestion stated that the holistic multiple-case 
study design implied that this research adopted 
the literal replication for predicting similar re-
sults (Yin, 2003). Literal replication concern 
the following criteria:  willing to be accessed by 
strategic-alignment tools set, and having devel-
oped and implementing information technology 
master plan as an output of information systems 
strategic planning activity.  To be included to the 
case study design is a single, in-depth pilot case 
study followed by cross-case analysis of another 
three firms.

Data collection was conducted in the mode of 
triangulation source of data, categorized as pri-
mary and secondary source of data. The primary 
data includes: focused in-depth interviews, field 
notes, firm’s artifacts, direct observation, and ar-
tifact examination; while the secondary sources 
of data entailed archives, documents, manuals, 
systems, as well as published information mate-
rial.

For analyzing and chaining the evidence from 
the findings, intentional analysis was adopted by 
conducting the Lacity’s steps (Lacity and Jansen, 
1994). Analysis consisted of creating tables to 
help identify patterns and themes from the in-
formation collected. By categorizing the data, the 
researcher was able to make connections and gain 
understanding into the respondents perceptions 
and preferences (Creswell, 1998). This method is 
particularly appropriate for analyzing data col-
lected in interviews.

Interpretation of the findings or insights  are vali-
dated with rich descriptions, direct quotes from 
participants, and peer review of the interpreta-
tion (Lacity and Jansen, 1994) in order to build 
the thick description sought under this analyti-
cal ethos.

This study employed four major companies in In-
donesia in the area of electricity and power plant, 
energy, and telecommunication as case studies. 
The strongest suggestion stated that the holis-
tic multiple-case study design implied that this 
research adopted the literal replication for pre-
dicting similar results (Yin, 2003). Literal rep-
lication concern the following criteria:  willing 
to be accessed by strategic-alignment tools set, 
and having developed and implementing infor-
mation technology master plan as an output of 
information systems strategic planning activity.  
To be included to the case study design is a single, 
in-depth pilot case study followed by cross-case 
analysis of another three firms.

Data collection was conducted in the mode of 
triangulation source of data, categorized as pri-
mary and secondary source of data. The primary 
data includes: focused in-depth interviews, field 
notes, firm’s artifacts, direct observation, and ar-
tifact examination; while the secondary sources 
of data entailed archives, documents, manuals, 
systems, as well as published information mate-
rial.

For analyzing and chaining the evidence from 
the findings, intentional analysis was adopted by 
conducting the Lacity’s steps (Lacity and Jansen, 
1994). Analysis consisted of creating tables to 
help identify patterns and themes from the in-
formation collected. By categorizing the data, the 
researcher was able to make connections and gain 
understanding into the respondents perceptions 
and preferences Creswell, 1998). This method is 
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particularly appropriate for analyzing data col-
lected in interviews.

Interpretation of the findings or insights  are vali-
dated with rich descriptions, direct quotes from 
participants, and peer review of the interpreta-
tion (Lacity and Jansen, 1994) in order to build 
the thick description sought under this analyti-
cal ethos.

Corroboration of the result

The most important point for methodological 
rigor in case studies, is the use of multiple sources 
of evidence Creswell (1998). Any findings from 
a case study will be more credible if it has been 
based on different sources of information, fol-
lowing a “corroborative” model (Yin, 2003). In 
methodological writing, the term qualitative 
data is generally taken to encompass the “rough 
materials researchers collect from the world they 
are studying”, including field notes, documents, 
transcriptions of interviews and interactions, 
and artifacts (Bogdan and Biklen, 2006). Data 
are produced from social interactions and are 
therefore constructions or interpretations. There 
are no “pure,” “raw” data, uncontaminated by 
human thought and action, and the significance 
of data depends on how material fits into the ar-
chitecture of corroborating data. “Data analysis 
leads to reconstruction of those constructions” 
(Lincoln and Guba, 1985). In other words, quali-
tative data and information are always already 
interpretations made by participants as they an-
swer questions or by researchers as they write up 
their observations. Neither research participants 
nor researchers can be neutral, because, as em-
phasized earlier, they are always positioned cul-
turally, historically, and theoretically (Bogdan 
and Biklen, 2006). 

This research adopted both primary and second-
ary sources of data. Focused in-depth interviews, 
field notes, firm’s artifacts, and observation are 
among the primary sources of data, while the sec-
ondary sources of data entailed archives, docu-
ments, manuals, systems, as well as published 
information material.  According to Yin (2003), 
the focused in in-depth interviews assisted the 
research in uncovering understandings, mean-
ings, stories and experiences, and feelings and 
motivations around the problem. 

Theoretical Coding and  
Theoretical Generalization 

The case study research encompasses an acknowl-
edgment of the researchers’ bias, the selection of 
a data collection site, the data collection process, 
the process of coding and analysis, and the com-
pilation of results. Coding and analysis includes 
three stages: open coding, selective coding, and 
theoretical coding. Open coding employs con-
stant comparison and and results in themes, 
sub-categories, and core categories. These results 
guide the subsequent sampling of participants 
through theoretical sampling. The next stage of 
coding – selective coding – also employs con-
stant comparison and memo creation. This stage 
results in dense, saturated core categories. 

Ultimately, theoretical coding includes activi-
ties of sorting, writing, theorizing, and cross-
referencing with literature. As mentioned previ-
ously, inductive approaches are intended to aid 
an understanding of meaning in complex data 
through the development of summary themes or 
categories from the raw data (“data reduction”). 
This inductive analysis for qualitative data con-
sidered to be done at the point when the theoreti-
cal sufficiency has been attained. This results will 
led to theoretical generalizations, and, it can be 
inferred that the end result of the research is not 
just to code the collected data, but theory devel-
opment. 

After Gregor (2006), the aims of this research are 
to produce a theory for analyzing “the how is” as 
well as a theory for explaining “the why is”, the 
firm achieved strategic alignment and the role of 
information technology infrastructures in con-
tributing the achievement of the strategic align-
ment. This paper is focused on the methodology 
adopted in conducting the research, as well as the 
considerations behind the decision to be taken. 
This paper demonstrated how to develop a theory 
by adopting an interpretive case study approach 
as a research design. It is also described the ad-
vantages and limitations of case study design for 
interpretive researchers in developing theory. 

The case study is adopted for defining the ini-
tial steps of the research. The analysis was done 
by intentional analysis, whereas the quality of 
the findings was achieved from the interpretive 
stance. Theory was produced by following the 
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guidelines provided by earlier works of authors in 
order to analyze the data nor producing a theory 
that widely published (Yin, 2003; Eisenhardt, 
1989]. Intentional analysis has been embedded 
to a case study and been used to build a chain of 
evidence. There is a limitation concerning the na-
ture of intentional analysis.  The very quality that 
lends intentional analysis to interview data anal-
ysis, the common contextual factors between the 
subjects and researcher, introduces some degree 
of bias.  This paper is not intended to cover the 
overall findings, and for such details interested 
readers may refer to the author.  

CONCLUSIONS  

This paper demonstrated how to develop a theory 
by adopting an interpretive case study approach 
as a research design. It is also described the ad-
vantages and limitations of case study design for 
interpretive researchers in developing theory. The 
case study is adopted for defining the initial steps 
of the research.

The analysis was done by intentional analysis, 
whereas the quality of the findings was achieved 
from the interpretive stance. Theory was pro-
duced by following the guidelines provided by 
earlier works of authors in order to analyze the 
data nor producing a theory that widely pub-
lished (Yin, 2003; Eisenhardt, 1989]. 

Intentional analysis has been embedded to a case 
study and been used to build a chain of evidence. 
There is a limitation concerning the nature of in-
tentional analysis.  The very quality that lends in-
tentional analysis to interview data analysis, the 
common contextual factors between the subjects 
and researcher, introduces some degree of bias.  
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INTRODUCTION

Human resource management (HRM) in the 
health sector is an important and difficult occu-
pation. In no other industry are several groups 
of highly skilled professionals working together 
as a team in an endeavor so important as the 
care of human life. The health workforces that 
are the focus of this study—doctors, nurses, 
midwifes, and allied and primary health profes-
sionals—are also highly paid professionals in a 
large and costly industry.

A critical aspect of healthcare HRM is policy 
planning for employment relations, individual 
and collective bargaining, and funding alloca-
tion. Too often this planning is done on an ad 
hoc basis and without a comprehensive frame-
work to guide policy development. What alter-
natives are there to policy development under 
pressure and in a top-down manner, usually in 
a cost-constraining environment?

As described in this paper, the Delphi Method 
is a structured and iterative process designed to 
reach a consensus on a policy question of inter-
est, utilizing the informed opinions of a group 

of experts. The Delphi Method offers all busi-
ness and government professionals a methodol-
ogy for reasoned and informed policy planning.

The principal purpose of this paper is to of-
fer a comprehensive explanation of the Delphi 
Method and illustrate its application in the de-
velopment of a health workforce classification 
framework for employment relations and fund-
ing. All professionals in a policy-planning role 
will benefit by seeing how the Delphi Method 
can be used for policy development. The second 
purpose is to provide healthcare HRM profes-
sionals with a validated framework for setting 
health workforce priorities, a framework that 
can be adapted to their institutional or govern-
mental situations.

THE DELPHI METHOD

The original purpose of the Delphi Method was 
to forecast the future. Specifically, the RAND 
Corporation developed the Delphi Method in 
the 1950s for use by the United States military. 
Forecasting methods available at the time were 
mostly unreliable (e.g., an expert’s judgment) or 
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depended on data that were unavailable (e.g., 
trend extrapolation). The first applications of 
the Delphi Method included forecasting studies 
such as bombing requirements in case of a nu-
clear war (Dalkey & Helmer, 1963). The name 
“Delphi” is a reference to the ancient Greek vil-
lage of Delphi, location of the Temple of Apollo 
in which the oracle Pytha resided.

An analysis of Delphi studies from 1975 to 1994 
(Gupta & Clarke, 1996) identified 179 pub-
lished papers that utilized the Delphi Method, 
and most of the early studies involved some as-
pect of forecasting. Twenty-seven papers were in 
health care (e.g., Bijl, 1992) and three were hu-
man resource applications of the Delphi Meth-
od (e.g., Couger, 1988; Koch & Fortner, 1983).

In 1970 Murray Turoff introduced the concept 
of the policy Delphi “to offer some suggestions 
and ideas to anyone interested in designing, 
utilizing, or participating in a Delphi devoted 
to examining policy issues” (Turoff, 1970, p. 
149). Unlike the forecasting Delphi, policy ap-
plications of the Delphi Method tend to utilize 
informed advocates, not experts. Similarly, in 
policy-developing applications of the Delphi 
Method, an airing of views is considered more 
important than reaching a consensus (Turoff, 
2002). Discussion of various methodological is-
sues and applications of the Delphi Method in 
social policy and public health are available in 
Adler and Ziglio (1996).

A concise description of the Delphi Method 
follows, but many of the key points for imple-
menting the Delphi Method in a policy plan-
ning process are illustrated in the case study that 
forms the bulk of this paper.

THE POLICY DELPHI METHOD  
PROCESS

Every application of the Delphi Method begins 
with a question or a problem. The principal in-
vestigator defines the problem as best he/she is 
able to and conducts some initial research to for-
mulate the key issues involved (Turoff, 2002). 
Initial research is important because it gives 
some focus to round one.

Next, a panel of experts or advocates is as-
sembled. There is no prescribed maximum or 

minimum number of panelists required, it will 
depend on the nature of the study. For various 
reasons, in a policy Delphi study smaller is bet-
ter, usually between 10-50 and frequently ap-
proximately 20 panelists (Turoff, 2002). These 
reasons include:

•	 The opinions of a few highly valued 
experts would almost certainly produce 
the same or better results than soliciting 
the opinions of everyone who could be 
involved.

•	 Agreement to participate in the study by 
a few highly committed individuals will 
reduce panel drop out throughout the 
study (Judd, 1972).

•	 The process of compiling the results by 
the investigator and reviewing feedback 
by the panelists can be onerous with a 
large panel.

•	 The panel should represent a balance of 
perspectives, but this is not a debate so 
deliberately loading the panel with op-
posing sides will make consensus difficult 
or impossible, even after multiple rounds.

Then the Delphi Method process formally be-
gins:

•	 In round one, the panel is provided with 
the question or problem and the initial 
research. Generally the purpose of this 
round is to ensure a clear understand-
ing of the problem and that the initial 
research is complete. This is usually 
achieved by the use of a questionnaire 
featuring open-ended questions such as 
“Is this list complete? If not, what is miss-
ing?”.

•	 The investigator compiles the results from 
round one in a format that allows all 
panelists to see the comments of all other 
panelists and this is sent to the panel in 
round two.

•	 In round two, the focus tends to shift 
to priority setting in order to identify 
areas of agreement and disagreement in 
the panel. Typically, the panel is asked to 
rate or rank the options put to them and, 
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critically, to comment on and justify their 
ratings or rankings.

•	 The investigator compiles the results 
from round two, typically using measures 
of central tendency such as the mean, 
median, and/or mode. Depending on 
the statistical knowledge of the panelists, 
measures of dispersion such as standard 
deviation and inter-quartile range can 
be used (Hasson, Kenney, & McKenna, 
2000).

•	 The principal purpose of round three is to 
determine if a consensus can be reached. 
An effective way to do this is to remind 
each panelist of their rating or ranking of 
each item in round two, in comparison to 
a group mean or median. Each panelist is 
also asked to consider the comments from 
round two. Then each panelist decides a 
new score for each item, either the same 
as in round two, or a new one based on 
the input from round two.

•	 If there is a lack of consensus or new 
issues and dissenting opinions arise in 
round three, a fourth round may be 
necessary.

•	 The final task of the investigator is to 
compile the results into a policy docu-
ment that accurately records the collec-
tive judgment of the panel.

This process shows the iterative nature of the 
Delphi Method as the judgments of experts or 
advocates are collected, aggregated, and distrib-
uted in controlled feedback in a consensus-seek-
ing process.

An important aspect of this process is the ano-
nymity of the panelists. At all times, the identity 
of each panelist is not known to other panelists, 
only to the investigator. The key reason for this 
is to enable impartial opinion to emerge. If high 
status individuals are included in the panel and 
their vote or opinion is revealed to others, then 
there may be some movement of the panel to that 
position. In highly contentious circumstances, 
there could be social pressure or lobbying from 
some individuals to other panelists. Although 
panelists may know each other personally or by 
reputation, their identities are not revealed any-

time in the process and any comments that may 
reveal their identity are adjusted by the investi-
gator to preserve anonymity of the panelists.

APPLICATION OF THE DELPHI METHOD 
TO DEVELOP A HEALTH WORKFORCE 

CLASSIFICATION FRAMEWORK

Like other healthcare industries around the 
world, the New Zealand health sector faces 
challenges in employment relations (i.e., rela-
tionships in the workplace environment), in-
dustrial relations (i.e., individual and collective 
bargaining), and funding allocation. In 2011 
a policy planning study was undertaken to ad-
dress these issues (Aileone, 2011). The highly 
condensed summary of this research-based 
study in this section provides the case study to 
illustrate the application of the Delphi Method, 
as described in the previous section.

Formulation of the Study and Key Issues

The motivation for the study originated because 
one of the authors has worked for the New Zea-
land health sector in HRM consulting with 
a special interest in labor relations. Seeking a 
more methodical way to establish priorities 
within the health sector, the Delphi Method 
was suggested as a suitable method to develop a 
framework that could be used for employment 
relations (ER), industrial relations (IR), and 
funding allocation.

To frame the context of the study, the research 
question framework in Cooper and Schlinder 
(2008) was used to identify the key questions to 
undertake in the study (see Table 1).

A literature review identified the need to de-
velop more appropriate frameworks for health 
workforce monitoring and development (Con-
way, McMillan, & Becker, 2006) as well as pro-
posed frameworks in health care (e.g., Bloor & 
Maynard, 2001; Conway, et al., 2006; Hughes, 
2003) and other fields (e.g., Mackay, 1999; 
Segerholm, 2003).

More significantly, a number of studies in the 
New Zealand health sector (e.g., Duckett, 2005; 
Hadorn, 2010; Horn, 2009; HWAC, 2002) 
suggested some elements that could be used to 
build a classification framework suitable for the 
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New Zealand situation. Additional elements 
and justifications were provided by interviews 
with a few key staff in the health sector.

From the literature and interviews, five ele-
ments were identified for inclusion in the initial 
framework. In alphabetical order these elements 
are: operational capacity, operational flexibility, 
public profile, service need, and supply factors. 
For each element various sub-elements were 
identified (e.g., in supply factors: community/
population health requirements, distribution of 
the work force).

These proposed elements and sub-elements were 
written up in a background paper provided to 
the panelists in round one.

Selection of the Panel

Delbecq, Van de Ven, and Gustafson (1975) 
recommend “top management decision mak-
ers who will utilize the outcome of the Delphi 
study” and “professional staff members” (p. 85) 
as target groups for inclusion on a Delphi panel 
in the program planning area. This approach 
was adapted for this study.

Specifically, the final Delphi panel was com-
posed of 15 participants. The participants were 
all employees in New Zealand district health 
boards (DHBs) and were all engaged in senior 
or executive leadership roles. The panelists rep-
resent a good distribution by geography (e.g., 
North Island versus South Island; urban versus 
rural DHB), position (e.g., CEO, CFO, HR 
manager, professional consultant) and organiza-
tion (e.g., small, medium-sized, and large DHB). 
Most panelists have been involved in collective 
agreement bargaining in the health sector.

Note that the panel did not include stakehold-
ers from central government, for funding, or 
unions, for labor negotiations. Consistent with 
advice offered in the previous section, this posi-
tion was taken to ensure a consensus could be 
reached on a framework suitable for the dis-
trict health boards, who are at the front line 
of employment relations, industrial relations, 
and funding allocation within the health sec-
tor. This was not a forum for debate or labor 
negotiations, but a consensus building process. 
The final report recommended that once a clas-
sification framework that represented the DHB 

Table 1 
Research Question Hierarchy for Health Classification Framework

M a n a g e m e n t 
Dilemma

Why does the New Zealand health sector not have better information when 
making decisions on workforce priorities when entering into employment and 
industrial relations negotiations with health professionals?

Management 
Question

How can the New Zealand health sector improve the current processes for gath-
ering information about health workforces, within the ER and IR contexts?

Research  
Question

Could the health sector use a health workforce classification for employment 
relations and funding? Is this a plausible course of action and should this be 
considered? 

Investigative 
Questions

What criteria could be used to better inform this process?

Based on international best practice, this research determines what criteria for 
funding prioritization works best within the New Zealand context. This was 
identified in the first round and confirmed in the second and third rounds of 
the Delphi Method.

What criteria do other countries use as “ best practice” when allocating funding 
prioritization for health workforces?

Criteria for specification of a funding framework was identified in the literature 
and presented to the panel of health workforce experts in the first round of 
the Delphi Method. The draft framework was tested in association with these 
identified criteria. 
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viewpoint was in place, then the next step is 
“the establishment of a tripartite working group 
of representatives of, for example, employers, 
unions and central government to achieve a 
common view of pressure points and priorities” 
(Aileone, 2011, p. 39).

Invitations to all panelists included a timetable 
for all three rounds of the study and a realistic 
estimate of the work required. Several invitees 
declined to participate because of scheduling 
conflicts (e.g., being overseas or on annual leave 
during one or more rounds) or simply being too 
busy to give the time expected.

This is a key point: Investigators should always 
be honest and realistic with panelists about time 
commitments to read, respond, and comment, 
which can be quite onerous, especially in round 
one. The alternative—to minimize or not men-
tion time commitment—can lead to less-than-
fully committed individuals and panel drop out. 
In this study, all 15 panelists responded to all 
three rounds, panel drop out was zero.

Delphi Method Rounds One to Three

Any serious data collection effort should be 
preceded by a pilot study to test the data col-
lection instruments and process. Accordingly, 
three individuals who were eligible to sit on the 
panel, but who were not panelists, were asked 
to read the background paper and complete the 
proposed questionnaire for round one. Small 
adjustments were made in the questionnaire to 
remove ambiguity identified in the pilot study.

Round one included the background paper 
written from the literature review and a struc-
tured questionnaire with ten open-ended ques-
tions about the elements or the framework (e.g., 
If you could add an additional key factor, what 
would it be? How would it be described?). Pan-
elists were also strongly encouraged to “please 
provide a brief comment or explanation of your 
response. These comments are critical to inform 
other panel members about your answer and to 
reach a consensus in subsequent rounds.”

In round two each participant was provided 
with feedback from round one and asked to 
consider their position in light of this feed-
back. They were then able to look at the collec-

tive feedback and decide whether they wanted 
to change their stated position about inclusion 
of the original elements/sub-elements, new ele-
ments/sub-elements, descriptions, etc. A scoring 
matrix also allowed ranking of the elements in 
the framework.

In the third and final round, each participant 
received the framework and the summarized 
feedback from round two. This round allowed 
participants to make any further changes or ex-
planations of previous information. No substan-
tial comments for change were offered, and so a 
consensus was reached.

Delphi Method Results

The combination of data, feedback, and con-
sensus from the three rounds allowed the draft 
framework for workforce prioritization to be 
modified to ensure it is as close as possible to a 
consensus of participants’ agreed opinion. The 
final workforce classification framework derived 
from three rounds of the Delphi Method as de-
scribed in this section is summarized in Table 
2. The framework can be used to set priorities 
in ER, IR, and funding. For example, funding 
proposals that address service need in the health 
sector should get a higher priority than those 
that support public profile.

RECOMMENDATIONS FOR  
POLICY PLANNING USING  

THE DELPHI METHOD

The classification framework in Table 2 will be 
of interest to human resource managers in the 
health sector, either in an institutional (e.g., 
hospital) or governmental (e.g., funding agency, 
governance) role. This fulfills the secondary 
purpose of this study.

The principal purpose is to offer a comprehen-
sive explanation of the Delphi Method and to il-
lustrate its application in the process of develop-
ing this framework. The process was described 
in the third section of this paper and illustrated 
in the case study. To conclude, we offer some 
recommendations for business and government 
professionals considering adapting the Delphi 
Method for a policy-planning project.
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Table 2 
Classification Framework for Health Workforce Prioritization

Service Need

•	 Service stability: are there expected changes to current service demand (population/purchasing driv-
ers)?

•	 Operational deployment and intensity of occupational utilization: for example, is 7 day/24 hour service 
required?

•	 Clinical processes/model of care influence on occupational requirements: for example, are clinical pro-
cesses nurse/doctor led?

Public Profile

•	 Public confidence: does the lack of a readily available workforce pose potential public confidence issues 
if the service cannot be delivered as required?

•	 Political/Policy context: what political mandate/drivers exist for particular workforces?

•	 Labor market positioning: relative strength in the labor market.
Supply Factors

•	 Community/population health requirements: are there sufficient numbers of this occupational group-
ing within the system (via education and immigration)?

•	 Distribution: is there a general distribution issue or a specific local/regional misdistribution?

•	 Gender/ethnicity/age: is an aging workforce an additional risk factor? Are there ethnicity or gender 
issues?

Operational Flexibility

•	 Regulatory influences impact under Health Practitioners Competence Assurance Act (HPCAA) 2003: 
statutory impacts on workforce availability.

•	 Custom and practice: are the current barriers/ways of working, custom, and practice as opposed to 
actual legislative barriers?

•	 Size of occupational grouping: small numbers tend to be an additional risk factor.

•	 Scope of practice: how enabling/limiting is the current scope in terms of flexibility?

•	 Ability to substitute: can workforce elements be readily or easily substituted if required? If not, does this 
pose an additional risk?

•	 Qualifications/Education pathways: timeframes for gaining competent practitioners (longer/postgrad 
qualifications are an additional risk as longer lead in).

Operational Capacity

•	 Lead in time for recruitment: either internal supply or ability to recruit internationally (particularly if 
majority of source is gained internationally).

•	 Recruitment and retention: including public/private drag on supply.

•	 Specificity of skills/competency required: how specialized are the skills required to perform the role?

•	 Suitably skilled workforce specific service/clinical process: does the current workforce have all the skills 
required?

•	 Additional regulations: how do these regulations impact on healthcare professionals ability to practice
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•	 Begin by becoming familiar with the Delphi 
Method. An excellent online source is The 
Delphi Method: Techniques and Applications 
(Linstone & Turoff, 2002). Chapter III.B.1 
(Turoff, 2002) of this book describes, at a 
general level, the use of the Delphi Method 
for policy development. A more practical in-
troduction to the use of the Delphi Method 
for decision making in social policy plan-
ning is offered by Ziglio (1996).

•	 Aim for diversity of viewpoints in selecting 
panel members; avoid creating coalitions of 
opposing viewpoints. As noted earlier, the 
goal of the Delphi study is to create a consen-
sus on a question or problem of public policy, 
not a debate.

•	 When determining panel size, less is more. 
Delphi panels of 50, 100, and even over 
1,000 are described in the literature (e.g., 
Judd, 1972), although these usually are 
simple quantitative surveys conducted in 
an iterative manner with little or no control 
over panel membership and participation. A 
policy Delphi will require fewer individuals. 
In most cases using over 20 individuals will 
result in dimensioning returns for each new 
panelist and will almost certainly overload 
the investigator and panelists with unneces-
sary work.

•	 The best panelist is a committed panelist. 
Panelists are sometimes invited solely for 
their expertise and the amount of work in-
volved is minimized or not mentioned. This 
is a mistake because when the materials for 
round one arrive these busy individuals are 
likely to set the work aside and never deliver 
on their acceptance of the invitation. The 
invitation to be a panelist should contain a 
realistic schedule, a clear statement of time 
commitments, and a requirement for a reply 
that commits the individual to the project.

•	 A realistic schedule includes sufficient time 
for the panelists to complete at least three 
rounds of surveys—each including reading, 
responding, and commenting—and for the 
investigator to complete compilation of re-
sults and return feedback to the panelists in a 
timely matter. The Delphi study described in 
this study took almost three months (March 

22—June 3, 2011) for all three rounds. Yet, 
the final report concluded “In hindsight, the 
use of three rounds coupled with the very se-
nior roles that the participants held, meant 
that further time should have been allowed 
for this process.” (Aileone, 2011, p. 37)

•	 In the invitation, promise to provide panel-
ists a copy of the results, and do so. This can 
be offered as a benefit that ensures a commit-
ment to the task.

•	 Conduct initial research and present it to 
the panel in round one. Brainstorming 
works well in a face-to-face environment, 
but not so well when participants are isolat-
ed and unsure of what to suggest. The Del-
phi Method begins best when the panelists 
have a document or proposal to react to, and 
a structured questionnaire of open-ended 
questions to answer in round one.

•	 Do a pilot study. The investigator is almost 
certainly very close to the subject and so am-
biguous terms or unclear questions are likely 
to appear in the panelists’ materials. All data 
collection worth doing is worth a pilot study.

•	 Use Internet facilities, but wisely. The days 
of sending and receiving Delphi round mate-
rials by postal mail are history. Today, most 
panelists receive instructions and question-
naires as attachments to email messages and 
return their responses in the same manner. 
Offering the feedback and questionnaires 
in an online survey format is possible, but 
will tend to limit opportunities for deep 
thinking and considered responses. In on-
line surveys, rating and ranking is easy, but 
commenting is more time consuming and 
difficult, which limits feedback to fellow 
panelists. Other online tools, such as online 
discussion boards in which panelists can 
view each other’s contribution in real time, 
obviously contaminate the independence of 
each response and so should not be used.

•	 Panelists must be given every opportunity 
to comment and be strongly encouraged 
to do so. In rounds two and three, the key 
input to the panelist is the comments from 
fellow panelists. Instructions should re-
quire or strongly encourage comments and 
questionnaires must be designed with an 
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explicit opportunity to add comments. On 
the other hand, excessively verbose, off-the-
topic or identity-revealing comments should 
be modified by the investigator.

•	 Recognize that the Delphi Method is never 
completely free from investigator bias. Inevi-
tably, in the conduct and preparation of the 
initial research, in the selection of the panel-
ists, and in the editing of the panelist com-
ments, there are opportunities for bias. This 
can be minimized by reflective thinking, co-
investigation by “at least two [investigators] 
so that one can check the other” (Turoff, 
2002, p. 88), and external moderation. In 
the case study described in this paper, all 
materials sent to the panelists by the princi-
pal investigator were moderated by the co-
author for objectively, fairness, and accuracy.

CONCLUSION

This paper offers business professionals and 
government officials in policy planning roles in-
sight into how the Delphi Method can be used 
for policy development. Individuals not familiar 
with the Delphi Method will appreciate this in-
troduction to this methodology and its applica-
tion in a policy planning study. Individuals who 
may be familiar with the Delphi Method in a 
forecasting context will have gained an appre-
ciation of its application in policy planning. All 
prospective Delphi Method users will benefit 
because several of the recommendations (e.g., se-
lect panelists for diversity of opinion, conduct a 
pilot study, how to ensure committed panelists) 
are made explicit or are new—not in the exist-
ing literature.
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INTRODUCTION

Understanding the process of ethical decision 
making by accountants and auditors has in-
creasing become more important than in past 
decades, and consequently many university ac-
counting programs increased the coverage of 
accounting ethics in their programs of study. 
This increased coverage of accounting ethics 

ranged from stand-alone ethics courses to in-
creased ethics coverage across the accounting 
curriculum. However, understanding the pro-
cess of ethical decision making has not received 
as much attention.

During the 1990s, the largest accounting firms 
expanded into global, multidisciplinary, profes-
sional services firms that also happened to con-
duct audits. In June 1996 Arthur Levit, then 
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ABSTRACT
Understanding the process of ethical decision making by accountants and auditors has increasing 
become more important than in past decades. This study will attempt to contribute to the small 
but growing body of literature concerning ethical decisions by auditors using the Theory of Rea-
soned Action (TORA), a popular psychology theory. The TORA is used in this study to attempt 
to understand the decision making process involving ethical dilemmas using auditing students as 
surrogates for entry level auditors.

The subjects in this study included 67 auditing students at the conclusion of an undergraduate au-
diting class. The study instrument consisted of 37 questions across three measures as hypothesized 
by the TORA. Two vignettes were used to measure ethical decision making with each vignette 
requiring two decisions.

Principle components analysis of the 37 scale responses yielded three identifiable dimensions re-
garding ethical decisions: 1) subject attitudes toward ethical behavior, 2) subjective norms toward 
the expected ethical behavior and 3) subject intentions toward ethical decisions.

The results of the study showed that across both vignettes, one component of the TORA (subjective 
norms) is significantly correlated (.283, sig .010) to intentions, but subject attitudes are not corre-
lated to intentions (.104, sig .201). In all vignettes, intentions of the subjects and subjective norms 
are significantly correlated with the decisions, but subject attitudes are not.

These results seemed to indicate that students (entry level auditors) are influenced by what they 
perceive the auditing profession would find acceptable ethical behavior (subjective norms), even 
when their overall attitudes toward ethical behavior are not correlated with the vignette decisions. 
This partial confirmation of the TORA model appears consistent with results in much of the psy-
chology literature. 



Steven R. Jackson

44 Fall 2012 (Volume 6 Issue 2)

SEC Chairman, said “I’m deeply concerned that 
‘independence’ and ‘objectivity’ are increasing-
ly regarded by some [in the accounting profes-
sion] as quaint notions….I caution the [account-
ing] industry, if I may borrow a Biblical phrase, 
not to ‘gain the whole world, and lose [its] own 
soul’.”

These same firms responsible for the financial 
reporting function were impacted from the fall-
out of recent financial-reporting scandals. “Re-
ports on the collapse of Enron, the bankruptcy 
of WorldCom, and a growing list of failures and 
near failures have exposed massive manipula-
tions of financial reporting by management, in-
explicable breakdowns in the independent audit 
process, astonishing revelations of holes in our 
financial-reporting standards and practices, and 
stunning lapses of corporate governance” (Sut-
ton, 2002). As Sutton also pointed out, “in this 
environment, investors and the public have be-
come increasingly skeptical about a system that 
seems to be out of control.”

Sutton points out we must confront some chal-
lenging questions in light of the failures men-
tioned above. These questions are:

Can we believe in and rely on the independent 
audit?

•	 Can we believe the accounting and 
disclosure standards provide the transpar-
ency essential to investors and the public?

•	 Can we rely on self-regulatory systems to 
ensure audit quality and to root out and 
discipline substandard performance?

•	 Can we rely on corporate governance 
processes—-oversight by boards of direc-
tors and audit committees—-to ride herd 
on management and to see to it that audi-
tors do their jobs?

Sutton continued that events have changed how 
these questions are considered, and the change 
may last for decades to come. Most of these 
concerns are directly impacted by the process of 
analyzing and making ethical decisions during 
the conduct of an audit.

This study attempts to contribute to the body of 
literature concerning ethical decisions using the 
Theory of Reasoned Action, a popular psychol-

ogy theory. The TORA is used in this study to 
attempt to understand the decision making pro-
cess involving ethical dilemmas.

THE THEORY OF REASONED ACTION

The Theory of Reasoned Action (TORA) of 
Fishbein and Ajzen (1975) and Ajzen and Fish-
bein (1980) is based on the proposition that 
an individual’s behavior is determined by the 
individual’s behavioral intentions to perform 
that behavior, which provides the most accurate 
prediction of behavior. Behavioral intention is 
a function of two factors: the subject’s Attitude 
toward the behavior and the subject’s Subjective 
Norms. Attitudes toward the behavior is defined 
as “a person’s general feeling of favorableness or 
un-favorableness for that behavior” (Ajzen and 
Fishbein, 1980). Subjective Norms are defined as 
a person’s “perception that most people who are 
important to him (in this case the auditing pro-
fession) think he should or should not perform 
the behavior in question” (Ajzen and Fishbein, 
1980). Variables that are external to the model 
are assumed to influence intentions only to the 
extent they affect either attitudes or subjective 
norms (Fishbein and Ajzen, 1975). Gibson and 
Frakes (1997) explained the TORA as a parsi-
monious model which assumes human beings 
are quite rational and make systematic use of 
the information available to them. The model 
viewed an individual’s behavior as following 
logically from this information. The major goal 
of the theory is to understand and predict a per-
son’s behavior.

The solid lines in this model indicate the theo-
retical direct relationships between the model 
variables while the dotted lines indicate rela-
tionships outside the theoretical structure of the 
TORA model.

LITERATURE REVIEW

Theory of Reasoned Action

The TORA can be applied in situations in 
which an individual consciously considers a de-
cision to engage in ethical behavior, such as us-
ing the guidance of a formal code of conduct or 
behaviors learned in a school, church etc. that 
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relates to making ethical business decisions, or 
in this case, auditing decisions. The social psy-
chology literature shows a robust research histo-
ry of support for the TORA, including the dif-
ferentiation of subjective norms and attitudes as 
influences on behavioral intentions and the val-
ue of behavioral intentions as the link between 
attitude and behavior (Trafimow and Fishbein 
1994, 1995; Sheppard et al. 1988). However, 
subjective norms and attitudes have sometimes 
been found to be correlated rather than inde-
pendent as hypothesized in the TORA (Al-
brecht and Carpenter, 1976; Fredricks and Dos-
sett 1983).

In a 1989 paper by Randall (1989) summarizing 
business ethics research which tests the theory 
of reasoned action she suggested directions for 
further research. The theory of reasoned action 
had been, at the date of the study, applied only 
once to the explanation of unethical conduct in 
organizations. Her review of empirical literature 
revealed very few of the linkages hypothesized 
by the theory of reasoned action have been ex-
plored. Only one of the hypothesized linkages, 
between external variables and beliefs about 
performing a behavior, has been extensively ex-
plored in ethics research.

Using a sample of 146 undergraduates, DeVries 
and Ajzen (1971) studied cheating in two col-
leges. They found highly significant correlations 
between attitudes toward cheating and cheating 
intentions, subjective norms and cheating inten-
tions, as well as cheating intentions and self-re-
ports of cheating.

Theory of Reasoned Action in  
Accounting

In a study of taxpayer compliance issues, Hanno 
and Violette (1996) used the TORA model to 
identify beliefs and norms that underlie taxpay-
er compliance decisions. The subjects in their 
study exhibited a strong link between their in-
tentions to comply in both self-reported and hy-
pothetical tax compliance behavior. In addition, 
the independent variables of attitude toward tax 
compliance and subjective norm both contrib-
uted significantly to the prediction of tax com-
pliance intentions.

Theory of Reasoned Action in Account-
ing Ethics

In what may be the first study in accounting eth-
ics using the TORA model, Gibson and Frakes 
(1997) found individuals were unwilling to ac-
curately report either unethical behavior or in-
tention, particularly in situations where there is 
no question as to the unacceptability of the ac-
tion or the potential penalty as presented in the 
AICPA Code of Professional Conduct. They 
continued to state the unwillingness to accu-
rately report ethical conduct may be particularly 
true in accounting, where the penalty for violat-
ing the AICPA Code of Professional Conduct 
demeaned the profession as a whole in the eyes 
of the public, was linked to audit failures, and 
carried the threat of expulsion from the profes-
sion. Therefore when using a theory such as the 
TORA, which assists in the explanation of in-
tention and behavior, we must also ensure “ac-
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curate” responses when reliant on self-reporting. 
Gibson and Frakes (1997) concluded:

The theory of reasoned action provides 
a useful theoretical explanation for un-
ethical behavior among CPAs in the 
state of Washington. An accountant’s 
intention to behave unethically is a 
function of both attitudes toward per-
forming the behavior and social pres-
sure, as well as the beliefs behind these 
constructs. Accountants appear to be 
unwilling to accurately report either 
unethical behavior or intention, par-
ticularly in situations where there is no 
doubt as to the unacceptability of the 
action or the potential penalty as pre-
sented in the AICPA Code of Profes-
sional Conduct.

Cohen, Pant and Sharp (1994) employed the 
TORA to identify the behavioral determinants 
of auditor aggressiveness in client relations. 
They examined individual aggressiveness from 
the perspective that a willingness of profession-
al auditors to promote their personal interest or 
that of the firms may result in choices that move 
closer to compromising ethical or professional 
standards of conduct. The results of their study 
indicated the model’s overall fit was appropriate, 
and its two variables (attitudes and subjective 
norms) were highly associated with the aggres-
siveness intention variable.

Buchan (2005), in a study of the theory of 
planned behavior which is an extension of the 
theory of reasoned action found strong support 
for a direct relationship between attitudes and 
ethical intentions. In his study the proposed 
direct effect of subjective norms was not sup-
ported. However, a significant relationship be-
tween subjective norms and attitudes was deter-
mined. Professionals’ attitudes towards ethical 
issues clearly influenced intentions in this study. 
While the literature is rich with studies that test 
the TORA there are none that directly test the 
TORA in explaining auditor ethical decisions.

METHODOLOGY AND SURVEY  
INSTRUMENT

To understand and measure the impact of the 
Theory of Reasoned Action (TORA) on ethi-
cal decision making, data needed to be captured 
that measured subjects’ attitudes toward ethical 
behavior, the perceived behavior expected by the 
auditing profession (subjective norms), and the 
intention to make an informed ethical decision.

The subjects for the study included senior ac-
counting majors at the conclusion of an under-
graduate auditing class. There were 67 students 
in total, 35 females and 32 males. The students 
were provided a questionnaire which consisted 
of 37 questions subjectively identified as dealing 
with attitudes (14 questions), subjective norms 
(12 questions) and Intentions (11 questions). 
The survey was developed using an instrument 
developed, tested, and used in a study of the 
audit expectations gap in Britain (Humphrey, 
et. al., 1993). Modifications were implemented 
by Grambling, et.al. (1996), in recognition of 
differences in auditing and accounting issues 
between Britain and the United States, and the 
Grambling et.al. (1996) questionnaire served 
as the basis of the instrument used in the pres-
ent study. The instrument was modified to fit 
the intent of the present study and consisted 
of four primary sections: 1) a set of questions 
designed to measure subject attitudes toward 
ethical behavior in general (attitudes); 2) a set 
of questions designed to measure attributes the 
subjects would associate with ethical attitudes 
of auditors (Subjective Norms); 3) a set of ques-
tions dealing with how the subjects would react 
to ethical situations in an audit environment 
(Intentions), and 4) two short vignettes used to 
determine actions that participants as auditors 
would make in situations involving an ethical 
dilemma. The responses to the questions and 
vignettes were measured using a 7 point fully 
anchored scale.

The two vignettes required two responses. Vi-
gnette one dealt with insider trading and vi-
gnette two concerned a food manufacturer sell-
ing contaminated baby food and the disclosure 
to the public.
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DATA ANALYSIS

Factor Analysis

Scale responses were factor-analyzed using 
principal components analysis to determine 
the degree of correspondence between scale 
questions and the three expected dimensions 
(attitudes, subjective norms, and intentions). 
Varimax rotation was used with a cutoff score 
of 0.5 for factor retention. The principal compo-
nents analysis yielded three interpretable factors 
from the scale. Of the 14 questions identified as 
measuring subject attitudes toward ethical be-
havior, seven exhibited factor scores exceeding 
0.5. Of the 12 questions that were identified as 
measuring subjective norms six exhibited factor 
scores exceeding 0.5 and of the eleven questions 
identified as subject intentions to make ethical 
decisions, five exhibited factor scores of 0.5 or 
greater. Collectively, the three factors explained 
52.995 percent of the variance in the scale items: 
21.796 percent for the Attitude factor, 17.289 
percent for the Subjective Norms factor and 
13.910 for the Intentions factor.

The Kaiser-Meyer-Olkin measure of sampling 
adequacy (KMO) was calculated as well as the 
Bartlett’s Test of Sphericity. The KMO was .685 
which indicates an acceptable level of sampling 
adequacy. The Bartlett’s Test showed an approx-
imate Chi-Square of 591.578 with 171 degrees 
of freedom and a significance level of .000.

Regression Analysis

The first step in measuring the direct correla-
tions of the variables in the TORA model cal-
culated the correlation of the two variables, 
Attitudes and Subjective Norms, to Intentions. 
The regression analysis showed only Subjective 
Norms (.283, sig .010) with a significant correla-
tion with intentions. There was also a less sig-
nificant correlation between the two variables, 
Attitudes and Subjective norms (.178, sig .075), 
which the prior literature has shown is fairly 
common. The measured correlation between 
Intentions and the cases are case specific. 

Vignette 1, Question 1

Question one, dealing with insider trading and 
the auditor referring to the matter in the audit 
report indicated Intentions being significantly 
correlated with the decision (.269, sig .014). 
Subjective Norms also indicated a significant 
correlation with this decision (.546, sig .000). 
The subjects on this part of the first vignette 
were 67% confident they would refer to the mat-
ter in the audit report. The significant correla-
tion of subjective norms with the case decision 
seemed to indicate the subjects’ perception of 
what the audit profession would expect was and 
represented a major explanatory factor in that 
decision.

Vignette 1, Question 2

The analysis of question two dealing with re-
porting the transaction to the SEC was con-
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sistent with the analysis of the first question in 
vignette 1. Subjective Norms was significantly 
correlated with decision (.488, sig .000) with 
Intentions significant at the .067 level (.185, sig 
.067). Subjects were even more confident (more 
than 70%) they would report the matter to the 
appropriate regulatory authority (SEC). Once 
again the perception of what the auditing pro-
fession would expect appears to drive the high 
correlation of subjective norms on the decision.

Vignette 2, Question 1

Question one in vignette two dealing with dis-
closure of the matter showed a significant indi-
rect correlation of Subjective Norms (.349, sig 
.001), while Intentions was significant at the 
.064 level (.188, sig .064). In this vignette the 
subjects were over 70% confident they would re-
port the matter. Subjective norms being signifi-

cantly correlated with the decision appears to be 
consistent with prior decisions. In other words, 
the subjects appear to believe the auditing pro-
fession would expect them to report the matter.

Vignette 2, Question 2

Question two in vignette two showed a signifi-
cant correlation between Subjective Norms 
and the question of referring to the matter in 
the audit report (.349, sig .002), while Inten-
tions showed significance at the .067 level (.185, 
sig .067). Subjects were over 70% confident they 
would refer to the matter in the audit report. 
Once again the perception that the audit pro-
fession would expect them to act in an ethical 
manner is very highly correlated with the deci-
sion.

Vignette 1  
Insider Trading

Vignette 1:

During the course of the audit of an international construction group, the auditors discovered 
a case of insider dealing. In the week prior to the public announcement of a major overseas 
contract, the chief executive officer purchased a significant number of the company’s shares 
on the Stock Exchange. After the announcement of the contract, the price of the shares rose 
by 40% and in the subsequent two weeks the director reduced his/her shareholding to its 
previous level.

Question 1:

How likely is it that you as the auditor will refer to the matter in the audit report?
Data:

Intentions Case/Decision
Attitudes .104 (.201) .050 (.345)
Subjective Norms  .283 (.010)***  .546 (.000)***
Intentions  .269 (.014)***

Question 2

How likely is it that you as the auditor will report the transaction to the appropriate 
regulatory authority?

Data:

Intentions Case/Decision
Attitudes .104 (.201) .088 (.239)
Subjective Norms  .283 (.010)***  .488 (.000)***
Intentions  .185 (.067)**
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DISCUSSION

The TORA posited that attitudes toward a par-
ticular behavior and subjective norms will be 
correlated with a subjects intention to make a 
certain decision. In this study, subject attitudes 
toward ethical behavior were theoretically pres-
ent before the auditing class. The audit class in-
cluded instruction concerning the professional 
code of conduct and perceived ethics of the 
profession. These attitudes were not correlated 
with the intention to make the specific auditing 
related ethical judgments. . The other variable 
in the TORA model, subjective norms, which 
were perceptions the subjects had about the ex-
pected behavior of an auditor were correlated 
with behavioral intentions and in most cases 
were positively indirectly correlated with the 
decisions. This result would appear to answer 
the question of “can ethics be taught.” In other 
words, the subjects made auditing related ethi-
cal decisions on the vignettes using the ethical 
values learned in the audit class.

The positive correlation between subjective 
norms and intentions and also the positive 
correlation between subjective norms and the 
decisions, seems to indicate the perception of 
the expectations of the auditing profession are 
an important attribute to the decision process 
when dealing with auditing ethical issues. The 
lack of correlation between overall attitudes 
concerning ethical behavior with intentions 
and case decisions seems to indicate previous 
learned behavior regarding ethical behavior as 
supplemented by the AICPA Professional Code 
of Conduct in decision models had little impact 
on auditing ethical judgments. The correlation 
between Attitudes and Subjective Norms while 
relatively small (.178, sig.075) would appear to 
be impacting the overall impact of the intention 
variable.

This study used auditing students as subjects, 
which is a potential weakness; however, the 
literature shows that in certain situations stu-
dents can be reliable subjects. In this study, the 

Vignette 2  
Insider Trading

Vignette 2:

The auditors of a food manufacturing company discovered the company sold a contaminated 
baby product. This information is known only by trusted employees and by the chief 
executive. The potential liability of the company is a significant amount, but the chief 
executive does not want the information to be made public and has threatened to change 
auditors if they do so. 

Question 1:

How likely is it that you as the auditor will report the matter to the appropriate public health 
agency?

Data:

Intentions Case/Decision
Attitudes .104 (.201) .075 (.272)
Subjective Norms  .283 (.010)***  .362 (.001)***
Intentions  .188 (.064)**

Question 2

How likely is it that you as the auditor will refer to the matter in the audit report?
Data:

Intentions Case/Decision
Attitudes .104 (.201) .096 (.219)
Subjective Norms  .283 (.010)***  .349 (.002)***
Intentions  .185 (.067)**
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removal of the potential bias of practicing audi-
tors being reluctant to provide honest responses 
seems to be one of the situations where students 
are viable subjects.

Future research in this area, should explore the 
attitude link in the TORA. This could include 
better questions focused on capturing the in-
herent ethical beliefs of the subjects. Also the 
theory of planned behavior, an extension of the 
TORA could be explored.
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INTRODUCTION

Intellectual capital disclosure has been proposed 
as a means to improve external reporting. Im-
provements can be grouped into five categories. 
First, intellectual capital can be used to close the 
gap between book value and market value. Sec-
ond, intellectual capital provides improved in-
formation about the “real value” of the organiza-
tion. Third, intellectual capital disclosure serves 
to reduce information asymmetry. Fourth, 
disclosures of intellectual capital can increase a 
company’s ability to raise capital by providing a 
valuation on intangibles. Fifth, disclosures of in-
tellectual capital can enhance an organization’s 
reputation [Andriessen (2004)]. Numerous 
studies have investigated the intellectual capital 
disclosure for many different countries and have 
noted differences in both the amount of disclo-
sure and the relative amounts of disclosure (for a 
review see Dielis (2007)).

Several studies have questioned whether the in-
tellectual capital disclosure differences among 
countries may be due to cultural differences 
among nations. Chaminade and Johanson 
(2003) argue that the amount of intellectual 

capital disclosure as well as the approach taken 
will vary across countries due to differences in 
national culture. Herremans and Isaac (2007) 
studied intellectual capital disclosure at the or-
ganizational level, testing whether differences 
in the development and emphasis of intellec-
tual capital differs with culture. Dielis (2007) 
compared the level of intellectual capital disclo-
sure for seven countries, finding the level varied 
across countries and that culture is a driver of 
the level of disclosure.

Similarly, studies have investigated whether na-
tional culture influences differences in national 
accounting practices and financial reporting 
in general. Gray (1988) has postulated that na-
tional culture influences national reporting 
characteristics such as uniformity/flexibility, 
conservatism/optimism, and secrecy/transpar-
ency. Ding, Jeanjean and Stolowy (2005) found 
that the level of harmonization of international 
reporting standards and national standards 
were related to measures of national culture. 
MacArthur (2006) investigated the impact of 
culture on management accounting practices in 
Germany and the US and found that variations 
in culture leads to differences in practices.
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Other studies have investigated whether the le-
gal system of a nation is related to the amount 
of financial disclosures. The legal system in use 
varies across nations and can be categorized as 
predominately common law (found primarily 
in Anglo-American countries), civil or code law 
(found in countries influenced by continental 
Europe), or “other” (including muslim law or 
customary law). La Porta et al (1997) found that 
differences in the legal environments of nations 
has a relationship to the size and extent of the 
nation’s capital markets. Jaggi and Low (2000) 
found that common law countries have greater 
financial disclosures, but had mixed results in 
relating culture with the financial disclosures. 
Hope (2003), on the other hand, found that 
cultural differences as well as the legal system 
have an explanatory power for financial disclo-
sure levels.

This paper focuses on intellectual capital dis-
closure rather than financial reporting and will 
investigate whether the relative differences in 
which types of intellectual capital are being dis-
closed differs across countries and whether the 
differences can be explained by differences in 
either the legal system or the national culture.

Cultural Differences of Nations

Hofstede has defined culture as “…the collective 
mental programming of the human mind which 
distinguishes one group of people from another. 
This programming influences patterns of think-
ing which are reflected in the meaning people 
attach to various aspects of life and which be-
come crystallized in the institutions of a soci-
ety.” (http://geert-hofstede.com/countries.html) 
Cultural differences can be measured along six 
dimensions of culture. These six dimensions 
are: (1) power distance, (2) individualism versus 
collectivism, (3) masculinity versus femininity, 
(4) uncertainty avoidance, (5) long-term versus 
short-term orientation, and (6) indulgence ver-
sus restraint. The fifth (long-term versus short-
term orientation) and sixth (indulgence versus 
restraint) dimensions have not been measured 
for as many countries in the past and have been 
excluded from most studies. Until recently, only 
the first four dimensions were measured. How-
ever, in recent work published (Hofstede, Hof-
stede, Minkov (2010)), measurements are now 

available for a broad sample of countries for all 
six dimensions.

The six dimensions can be described as follows 
(Hofstede, Hofstede, Minkov (2010)):

Power distance (PDI) is the degree to which 
the less powerful members of society accept 
and expect that power is not distributed in an 
equal fashion. The basic issue is how inequalities 
among people are handled by society. A culture 
with a large degree of power distance will have 
a hierarchical order in which everybody has a 
place while a culture with a low power distance 
strives to equalize the distribution of power.

Individualism (IDV) is the preference for a 
loose social framework where individuals are 
expected to take care of themselves and their 
immediate families only. Collectivism is a tight-
ly-knit society in which individuals can expect 
their relatives or associated group members to 
look after them in exchange for unquestioning 
loyalty.

Achievement orientation (ACH) has tradi-
tionally been labeled Masculinity/Femininity. 
Masculinity is a preference for achievement, 
heroism, assertiveness and material reward for 
success. A masculine society as a whole is more 
competitive. Femininity is a preference for co-
operation, modesty, caring for the weak and 
quality of life. A feminine society as a whole is 
more consensus-oriented.

Uncertainty avoidance (UAI) is the extent to 
which people feel threatened or uncomfort-
able with uncertainty and ambiguity. Countries 
with a strong uncertainty avoidance maintain 
rigid codes of belief and behavior and are intol-
erant of the unorthodox. Countries with weak 
uncertainty avoidance maintain a more relaxed 
attitude in which practice is more important 
than principles.

Long-term orientation (LTO) is the fostering of 
virtues that are oriented toward future rewards. 
In a society with a strong long-term orientation 
there is a propensity to save and invest, thrifti-
ness, and perseverance in achieving results. 
Short-term orientation exhibits great respect for 
traditions, a lesser propensity to save for the fu-
ture, and a focus on achieving quick results.

http://geert-hofstede.com/countries.html
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Indulgence (IVR) is demonstrated in a society 
that allows relatively free gratification of the hu-
man drive to enjoy life and have fun. Restraint 
is demonstrated in a society where the gratifi-
cation of needs is suppressed and is regulated 
through strict social norms. This dimension was 
not part of Hofstede’s original work, but has 
been added recently.

Legal Systems

There are two major families of legal systems: 
common and civil (or code). Common law sys-
tems are based on precedents from judicial sys-
tems. The law is formed by judges’ decisions on 
specific disputes. The common law tradition 
started in England and spread through coloni-
zation. Civil or code law originated in the Ro-
man Empire and is based on statutes and codes. 
Code law has a tradition based on continental 
Europe.

Non-western countries have legal systems that 
are often a mixture of religious law, law based on 
customs, or a mixture of common and code law. 
For example, China has a mixture of civil law 
and socialist principles while Israel has a mix-
ture of common, civil, muslim and jewish law.

Intellectual Capital Disclosure

There have been numerous taxonomies used to 
categorize intellectual capital disclosure. Sveiby 
(1997) classifies intellectual capital as employee 
competence, internal structure, and external 
structure. Stewart (2001) uses the terms human 
capital, structural capital, and customer capital. 
Edvinssson (2002) uses just two categories, hu-
man capital and structural capital, combining 
internal structural capital with customer (Stew-
art) or external structure (Sveiby). Most stud-
ies that have followed have used a three factor 
breakdown: human capital, structural capital, 
and customer capital. More recent studies have 
used the term relational capital rather than cus-
tomer capital.

Gudergan and Soo (2001) considered several 
relationships between intellectual capital dis-
closure and Hofstede’s cultural dimensions. 
Gudergan and Soo argued that both structural 
capital and relational capital are linked to in-

teractions either within a collective or between 
collectives and that these interactions would be 
weaker in those societies that are characterized 
as more individualistic. They also argued that 
the relationship between intellectual capital and 
collectivistic cultures is greater for structural 
capital than for relational capital. Finally, they 
proposed that structural and relational capital 
will be greater in cultures with a lower degree of 
power distance or a lower degree of uncertainty 
avoidance. All of these proposed relationships 
(with the exception of the second) relate to the 
amount of disclosure, not differences between 
categories.

Numerous studies have presented the results of 
an analysis of the degree of intellectual capital 
disclosure for either a single country or a small 
sampling of countries. Most of the studies to 
date have been descriptive, describing how 
much intellectual capital disclosure exists 
and the breakdown of the disclosure into the 
categories of intellectual capital. This study 
attempts to measure the differences in the 
categories of intellectual capital disclosure and 
to relate this to differences in the measures of 
national culture. To that end, past studies are 
used in a meta-analysis to compare the three 
categories of intellectual capital disclosure with 
the six cultural dimensions.

PROPOSITIONS

Past studies have proposed that the variations in 
national accounting systems are related to the 
culture of the countries. In addition, it has been 
shown that different nation’s responses to inter-
national accounting standards are also related 
to national cultural differences. Since intellec-
tual capital disclosure is a form of non-financial 
performance measures and is included in the 
accounting annual reports, are similar cultural 
differences seen in the intellectual capital dis-
closures?

Proposition #1: Variations in intellectual capital 
disclosures among nations are related to the cul-
tural differences of nations.

Other studies have proposed that the legal sys-
tem of a nation has an impact on what is dis-
closed by companies. Using a similar argument 
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as for proposition #1, are similar legal differ-
ences seen in the intellectual capital disclosures?

Proposition #2: Variations in intellectual capital 
disclosures among nations are related to the dif-
ferences in the legal systems of nations.

DATA AND SAMPLE

Twenty-five studies were identified that ana-
lyzed intellectual capital disclosure. These stud-
ies were published between 2000 and 2011, and 
investigated twenty different countries. The 
object of study was the intellectual capital dis-
closure in an organization’s annual report (23 
studies) or initial public offering (IPO) regis-
tration statements (2 studies). All 25 studies 
used a form of content analysis to quantify the 
intellectual capital disclosure (see Guthrie and 
Petty (2000) for a discussion of content analy-
sis). Sample sizes ranged from a low of 11 orga-
nizations to a high of 334. Twenty-three of the 
studies analyzed for-profit organizations; two 
studies (Steenkamp (2007) and Holmen (2011)) 
also included not-for-profit and/or governmen-
tal organizations. Table 1 presents an overview 
of the studies.

Most of the studies investigated a single country 
(22 of the studies), one study investigated two 
countries, one study investigated three coun-
tries, and one study investigated seven countries. 
Ten countries were investigated once, seven 
countries were investigated twice, two countries 
three times, and one country was investigated in 
four separate studies.

The metric that is used is the proportionate 
breakdown of the three forms of intellectual 
capital: structural capital, human capital, and 
relational capital. Some of the studies reported 
the proportions, other studies reported a fre-
quency for each. If frequencies were reported, 
a proportion was calculated by taking the cat-
egory frequency divided by the total frequency 
for all three categories. When multiple studies 
analyzed a country, the proportionate break-
downs of intellectual capital disclosure were av-
eraged into a single value. Table 2 presents the 
descriptive statistics for structural, human, and 
relational capital.

Table 2 
Sample Statistics

  Structural Human Relational
Mean 0.364 0.272 0.365
Standard 
Error 0.017 0.015 0.019

Median 0.345 0.259 0.389
Minimum 0.215 0.097 0.194
Maximum 0.490 0.407 0.488

Intellectual capital disclosure, on average, con-
sisted of 36.4% structural capital, 27.2% human 
capital and 36.5% relational capital. The indi-
vidual countries varied in what was disclosed, 
however, with structural capital consisting of 
between 21.5% and 49% of the disclosure, hu-
man capital ranging between 9.7% and 40.7%, 
and relational capital ranging from 19.4% to 
48.8% of the disclosure. To test whether the 
differences in disclosure is significant a t-test 
for the difference in means was performed. The 
difference observed between human capital and 
either structural capital or relational capital was 
statistically significant at the 1% level. The dif-
ference between structural capital and relational 
capital was not significant.

Measurements for the six cultural dimensions 
are found in Hofstede, Hofstede, Minkov 
(2010). As noted earlier, prior studies limited 
their analysis to the first four dimensions due to 
data availability. Legal system classification was 
found in http://www.juriglobe.ca/eng/sys-juri/
index-alpha.php. 

Table 3 presents the correlations for the cultural 
dimensions and the legal classification. Notice 
that the cultural dimensions of Power Distance 
and Individualism are highly correlated. The 
cultural dimension of Indulgence is highly cor-
related with Power Distance, Individualism, 
and Long-Term Orientation. Common law is 
highly correlated with the cultural dimensions 
of Uncertainty Avoidance and Long-Term Ori-
entation; civil law is highly correlated with Un-
certainty Avoidance and Other Legal System is 
highly correlated with Uncertainty Avoidance, 
Individualism, Long-Term Orientation, and In-
dulgence.

http://www.juriglobe.ca/eng/sys-juri/index-alpha.php
http://www.juriglobe.ca/eng/sys-juri/index-alpha.php
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The strongest correlation observed is between 
common law and civil law. Countries in the 
sample have either a common law system or a 
civil law system. Only one country, South Af-

rica, has a mixture of both common and civil 
law. Six countries had a mixture of common law 
and other (4 countries) or civil law and other (2 
countries).

Table 1 
Sample Characteristics

Author Year of  
Publication Country Sample 

Size
Year of  
Sample

Annual 
Report 
or IPO

Guthrie and Petty 2000 Australia 20 1998 AR
Brennan 2001 Ireland 11 1998 AR
April, Bosma & Deglon 2003 South Africa 20 2000 AR
Bozzolan, Favotto and Ricceri 2003 Italy 30 2001 AR
Goh & Lim 2004 Malaysia 20 2001 AR
Abdolmohammadi 2005 US 58 1993-1997 AR
Bukh, Nielsen, Gormsen and 
Mouritsen 2005 Denmark 68 1990-2001 IPO

Vandemaele, Vergauwen and 
Smits 2005

Netherlands 
Sweden 

UK

20

20

20

1998,2000,2002 AR

Guthrie, Petty & Ricceri 2006 Australia 
Hong Kong

50

100
2002 AR

Oliveira, Rodrigues & Craig 2006 Portugal 56 2003 AR

Dielis 2007

France 
Germany 

Italy 
Netherlands 

Spain 
Sweden 

US

25 
25 
25 
25 
25 
25 
25

2004-2006 AR

Singh and Van der Zahn 2007 Singapore 334 1997-2004 IPO
Steenkamp 2007 New Zealand 30 2004 AR
Sujan & Abeysekera 2007 Australia 20 2004 AR
Abeysekera 2008 Singapore 20 1998-2000 AR
Oliveras, Gowthorpe, 
Kasperskaya & Perramon 2008 Spain 12 2000-2002 AR

Schneider & Samkin 2008 New Zealand 82 2004/2005 AR
Sonnier 2008 US 143 2000, 2004 AR
Sonnier, Carson & Carson 2008 US 141 2000, 2004 AR
Whiting and Miller 2008 New Zealand 70 2003 AR
Rimmel, Nielsen & Yosano 2009 Japan 120 2003 AR
Yau, Chun & Balaraman 2009 Malaysia 60 2003 AR
Yi & Davey 2010 China 49 2006 AR
Holmen 2011 Denmark 16 2000-2006 AR
Singh & Kansal 2011 India 20 2009 AR
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FINDINGS

The first proposition analyzed was whether the 
variations in intellectual capital disclosures are 
related to the cultural differences of nations. 
This proposition was tested using a regression 

analysis. The form of the general linear model is 
shown below.

To derive estimates of the coefficients, three sep-
arate univariate regression models were estimat-
ed. Multivariate regression analysis could have 
been used to simultaneous evaluate the three 
intellectual capital metrics; the individual coef-

Table 3 
Correlations of Culture and Legal Variables

 
Culture: Legal:

PDI IDV ACH UAI LTO IVR Common Civil Other

C
ul

tu
re

PDI 1.00
IDV -0.79** 1.00
ACH 0.15 -0.05 1.00
UAI 0.06 0.03 0.18 1.00
LTO 0.32 -0.38 0.20 0.10 1.00
IVR -0.64** 0.69** -0.33 -0.29 -0.52* 1.00

Le
ga

l Common 0.09 0.04 0.33 -0.55* -0.48* 0.22 1.00
Civil -0.10 -0.02 -0.28 0.55* 0.40 -0.16 -0.90** 1.00
Other 0.75** -0.78** 0.31 -0.28 0.49* -0.58** 0.22 -0.29 1.00

** significant at p < .01 
* significant at p < .05

Structural 	 =	 intercept + a1 Culture: PDI + b1 Culture: IDV + c1 Culture: ACH 
		  + d1 Culture: UAI + e1 Culture: LTO + f1 Culture: IVR

Human 	 =	 intercept + a2 Culture: PDI + b2 Culture: IDV + c2 Culture: ACH 
		  + d2 Culture: UAI + e2 Culture: LTO + f2 Culture: IVR

Relational 	 =	 intercept + a3 Culture: PDI + b3 Culture: IDV + c3 Culture: ACH 
		  + d3 Culture: UAI + e3 Culture: LTO + f3 Culture: IVR

Where:

Structural = % ICD being structural capital 
Human = % ICD being human capital 
Relational = % ICD being relational capital 

and culture values being taken from Hofstede (2010):

Culture: PDI= power distance 
Culture: IDV = individualism/collectivism 
Culture: ACH= achievement orientation (masculine/feminine) 
Culture: UAI = uncertainty avoidance 
Culture: LTO =long-term orientation 
Culture: IVR =indulgence

General Linear Model



Intellectual Capital Disclosure and the Cultural and Legal Differences of Nations

International Journal of the Academic Business World 57

ficients, as well as their standard errors will be 
the same using a univariate regression as those 
produced by the multivariate regression. Table 4 
presents the estimates for the three regression 
models:

Panel A of Table 4 presents the regression results 
for structural capital. The full model includes 
all six dimensions of culture and yields an R2 of 
47.5%. However, not all of the six dimensions 
are statistically significant. A stepwise regres-
sion yields a reduced model with two significant 
culture variables: PDI and UAI. The R2 of this 
reduced model is 44.8%. In addition, the coef-

ficients for the culture variables are positive; the 
higher the PDI or UAI score, the greater the 
proportion of structural capital in the intellec-
tual capital disclosure. It can be inferred from 
this that a nation with a higher PDI score will 
be a more hierarchical society; structural capi-
tal contains such items as models and computer 
systems, strategy, structures, routines and pro-
cedures, all of which relate to hierarchy. Uncer-
tainty avoidance also relates to hierarchy and 
yields a similar inference.

Panel B presents the regression results for hu-
man capital. The full model includes all four di-

Table 4 
Regression Results: Cultural Dimensions

Intercept
Culture

PDI IDV ACH UAI LTO IVR
Panel A: Structural Capital

Full 
model coefficients 0.1087 0.0024 0.0004 -0.0001 0.0014 0.0002 0.0007

p-value 0.498 0.065 0.728 0.890 0.056 0.830 0.655
R2 47.5%

Reduced coefficients 0.2127 0.0017 - - 0.0013 - -
p-value 0.000 0.016 - - 0.027 - -

R2 44.8%
Panel B: Human Capital

Full 
model coefficients 0.5290 -0.0025 -0.0029 -0.0002 -0.0005 0.0006 .0008

p-value 0.002 0.030 0.018 0.785 0.462 0.439 0.535
R2 49.0%

Reduced coefficients 0.5849 -0.0028 -0.0029 - - - -
p-value 0.000 0.008 0.004 - - - -

R2 40.5%
Panel C: Relational Capital

Full 
model coefficients 0.3640 0.0001 0.0024 0.0003 -0.0010 -0.0008 -0.0015

p-value 0.084 0.939 0.131 0.756 0.272 0.471 0.429
R2 35.3%

Reduced coefficients 0.2572 - 0.0018 - -
p-value 0.000 - 0.023 - -

R2 25.4%
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mensions of culture and yields an R2 of 49.0%. A 
stepwise regression yields a reduced model with 
two significant culture variables: in this case 
PDI and IDV. The R2 of this reduced model is 
40.5%. In this case, however, the coefficients for 
the culture variables are negative; the higher the 
PDI or IDV score, the lower the proportion of 
human capital in the intellectual capital disclo-
sure. Since human capital consists of employee 
competence and the capacity to create value, a 
negative coefficient for PDI infers that the more 
hierarchical the culture, the less human capital 
will be disclosed. Similarly, the higher the indi-
vidualism score, the less human capital will be 
disclosed. The converse is also true: the lower 
the individualism score, the more collective the 
culture and the more human capital will be dis-
closed.

Panel C presents the regression results for rela-
tional or customer capital. The full model in-
cludes all four dimensions of culture and yields 
an R2 of 35.3%. A stepwise regression yields a 
reduced model with a single significant culture 
variable: IDV. The R2 of this reduced model is 
25.4%. The coefficient for the culture variables 
is positive; the higher the IDV score, the greater 
the proportion of relational capital in the intel-
lectual capital disclosure. This result is contrary 
to Gudergan and Soo’s conjecture that relation-
al capital would be weaker in those societies that 
are characterized as more individualistic.

The second proposition analyzed was whether 
variations in intellectual capital disclosures 
among nations are related to the differences in 

the legal systems of nations. This proposition 
was also tested using regression analysis. Due to 
the high degree of correlation between Legal: 
Common and Legal: Civil, only Legal: Com-
mon will be included in the linear model. The 
form of the general model tested is shown bleow.

Panel A of Table 5 presents the regression results 
for structural capital. The full model includes 
both variables for the legal system and yields an 
R2 of 15.8%. However, neither of the variables 
are statistically significant. A stepwise regression 
failed to yield a reduced model with significant 
variables. It can be concluded that the variation 
in the structural capital disclosure is not related 
to the legal system of the country.

Panel B presents the regression results for human 
capital. The full model includes both variables 
for the legal system and yields an R2 of 6.6%. As 
was the case for structural capital, neither of the 
variables are statistically significant. Similar to 
structural capital, a stepwise regression failed to 
yield a reduced model with significant variables 
and so it can be concluded that the variation in 
the human capital disclosure is not related to 
the legal system of the country.

Panel C presents the regression results for re-
lational capital. The full model includes both 
variables for the legal system and yields an R2 
of 29.2%. In this model only the Legal: Other 
variable is statistically significant at the 5% level. 
However, when stepwise regression was used, 
the Legal: Other variable was not significant at 
the 5% level. The overall conclusion therefore is 

Structural = intercept + a1 Legal: Common + b1 Legal: Other

Human = intercept + a2 Legal: Common + b2 Legal: Other

Relational = intercept + a3 Legal: Common + b3 Legal: Other

Where:

Structural = % ICD being structural capital 
Human = % ICD being human capital 
Relational = % ICD being relational capital

and legal systems being identified at http://www.juriglobe.ca/eng/sys-juri/index-alpha.php:

Legal: Common= common law system 
Legal: Other = other legal system (muslim, customary)

Form of the General Model Tested

http://www.juriglobe.ca/eng/sys-juri/index-alpha.php
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that intellectual capital disclosure does not vary 
in content across different legal systems.

CONCLUSIONS AND LIMITATIONS

The first major conclusion of this study is that 
the differences seen among nations in the cat-
egories of intellectual capital disclosure are sta-
tistically significant. The differences between 
either structural capital and human capital or 
relational capital and human capital are signifi-
cant at the .01 level of significance. The differ-
ences observed between structural and relation-
al capital are not statistically significant.

The second major conclusion is that there is 
a statistically observed relationship between 
several of Hofstede’s cultural dimensions and 
the categories of intellectual capital disclosure. 
Structural capital is seen to be statistically relat-
ed to the cultural dimensions of power distance 
and uncertainty avoidance. Human capital is 
seen to be statistically related negatively to pow-
er distance and individualism. Relational capi-
tal is statistically related only to individualism.

It is interesting to note that neither of the two 
more recent additions to Hofstede’s cultural 
model (long-term orientation and indulgence) 
were found to be related to the categories of 
disclosure. This finding implies that past stud-
ies that looked only at the four original cultural 
dimensions are still valid.

The third major conclusion is that there is no 
statistically significant relationship between the 
categories of intellectual capital disclosure and 
the legal system in the nations. This is in con-
trast with Hope (2003) where both cultural 
dimensions and legal systems were related to 
financial disclosure. This difference may be due 
to the non-financial nature of most of the intel-
lectual capital disclosures.

There are a number of limitations to this study. 
First, since this was a meta-analysis of previous 
research, there is no guarantee that all relevant 
studies were represented. Second, half of the 
countries studied were done so by a single study; 
only one country was investigated more than 
three times. Third, although content analysis 

Table 5 
Regression Results: Legal Systems

Legal
Intercept Common Other

Panel A: Structural Capital
Full model coefficients 0.3749 -0.0471 0.0539

p-value 0.000 0.191 0.171
R2 15.8%

Panel B: Human Capital

Full model coefficients 0.2620 -0.0096 0.0389
p-value 0.000 0.772 0.289

R2 6.6%

Panel C: Relational Capital

Full model coefficients 0.3632 0.0570 -0.0933
p-value 0.000 0.128 0.028

R2 29.2%
Reduced coefficients 0.3877 - -0.0798

p-value 0.000 - 0.058
R2 18.5%
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was used as the means to measure intellectual 
capital disclosure, there were minor differences 
in the terms used in the analysis. Fourth, while 
most of the studies used a company’s annual 
report as the basis of analysis, two studies used 
IPO registration statements.
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INTRODUCTION

Financial statements are one of the main sources 
of information in capital markets. Accordingly, 
previous literature finds that sell-side analysts 
use the information contained in firms’ fi-
nancial statements to issue earnings forecasts, 
stock price targets, and stock recommendations 
(Byard and Cebenoyan, 2007; Lang and Lund-
holm, 1996; Lev and Thiagarajan, 1993). Finan-
cial analysts are information intermediaries who 
obtain, process, and disseminate firm, industry, 
and market information. As a result, analysts’ 
forecasts might reflect the overall quality and 
value of the firms’ historic accounting informa-
tion. The purpose of this paper is to study and 
compare the association of earnings attributes 
and the accuracy and dispersion of analysts’ 
earnings forecasts for firms that report account-
ing information under the International Finan-

cial Reporting Standards (IFRS), US Generally 
Accepted Accounting Standards (US GAAP), 
and non-US Domestic Accounting Standards 
(ODAS).

The main goal of the implementation of the 
IFRS is to “ensure a high degree of transpar-
ency and comparability of financial statements 
and hence ensure an efficient functioning of the 
Community capital market and of the Internal 
Market” (European Community Regulation 
No. 1606/2002). Several studies analyze the im-
pact of the adoption of these standards in the 
capital markets (see Pope and McLeay, 2011 for 
a summary). They find that the quality of firms’ 
earnings and financial disclosures, and the accu-
racy of analysts’ earnings forecasts improve after 
the implementation of the IFRS in European 
countries (Ashbaugh and Pincus, 2001; Barth, 
Landsman, and Lang 2008; Brown, Preiato, and 
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Tarca, 2009). Sell-side analysts are key users of 
financial information, and therefore, they are 
particularly well-suited to evaluate the infor-
mativeness and value of alternative accounting 
standards. If analysts find that financial state-
ments reported under IFRS are more informa-
tive about future firm performance (because of 
the level of homogeneity, quality of disclosure, 
and transparency of the financial statements), I 
expect to observe a stronger association between 
the attributes of earnings (persistence, predict-
ability, and smoothness) and the characteristics 
of analysts’ earnings forecasts (accuracy and 
dispersion) for firms reporting under these stan-
dards. In addition, prior studies find that the 
implementation of the IFRS depends on the le-
gal enforcement level of each adopting country 
(Li, 2010). Strong enforcement environments 
encourage managers to act in accordance with 
the new standards. For this reason, for firms 
reporting under IFRS, I expect that the asso-
ciation between earnings attributes and the ac-
curacy and dispersion of analysts’ forecasts will 
be stronger for firms incorporated in countries 
with high levels of legal enforcement.

To test the association between analysts’ fore-
casts properties and earnings attributes for firms 
that report financial statements under IFRS, 
US GAAP, and ODAS, I collect one-quarter-
ahead analysts’ earnings forecasts from the 
IBES database from 2006 to 2009. I then mea-
sure two properties of these forecasts: accuracy 
and dispersion. Following the methodology of 
Francis, LaFond, Olsson, and Schipper (2004), I 
use quarterly accounting data from Compustat 
Industrial and Compustat Global to calculate 
three earnings characteristics: earnings persis-
tence, predictability, and smoothness. Then, I 
estimate a linear regression of analysts’ earnings 
forecasts characteristics on these three earnings 
attributes, as well as other control variables, for 
groups of firms that report financial statements 
under one of the three accounting standards. 
Consistent with previous research, I find that 
desirable accounting attributes are related to 
more accurate and less dispersed analysts’ fore-
casts. In addition, I find that the association be-
tween earnings predictability and the accuracy 
and dispersion of analysts’ forecasts is stronger 
for firms reporting under IFRS than for firms 
reporting under US GAAP and ODAS. To 

determine whether the country’s level of legal 
enforcement plays a role in the association be-
tween predictability and the accuracy and dis-
persion of analysts’ forecasts, I divide the group 
of firms reporting under IFRS into two catego-
ries: firms incorporated in countries with strong 
and weak legal enforcement systems based on 
the country scores of Regulatory Quality, Rule 
of Law and Control of Corruption (Kaufmann, 
Kraay, and Mastruzzi, 2009). I find that the as-
sociation between predictability and accuracy 
and dispersion of analysts’ forecasts is stronger 
for firms incorporated in countries with high 
levels of legal enforcement.

This study might be useful to researchers and 
regulators. Specifically, it will help researchers 
understand the information that analysts use 
in predicting earnings numbers and how ac-
counting information and, specifically, the ac-
counting standards under which accounting 
information is prepared affect these forecasted 
numbers. Previous research finds that the qual-
ity of information environment improves after 
the IFRS implementation for voluntary and 
mandatory adoptions (Ashbaugh and Pincus, 
2001, Byard, Li and Yu, 2011). This study con-
tributes to the literature drawing a direct link 
between statistical properties of firms’ earnings 
and properties of analysts’ information environ-
ment under different accounting standards. It 
will also help regulators understand the impli-
cations of mandatory IFRS adoption by provid-
ing evidence on its impact on the information 
provided by financial statements and their use 
by sell-side analysts. In recent years, there has 
been much debate about the advantages and dis-
advantages of the implementation of the IFRS 
in the US. The results show that there is a stron-
ger association between accounting information 
and the products offered by sell-side analysts for 
firms reporting under IFRS. It might imply that 
analysts find financial statements reported un-
der IFRS more informative about firms’ current 
and future performance.

This paper proceeds as follows. Section two re-
views the literature about the information that 
analysts use to develop forecasts and the findings 
on the impact of the implementation of IFRS in 
capital markets. It also examines the literature 
on earnings attributes and analysts’ forecasts. 
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In this section, I also develop my hypotheses. 
Section three describes the research design and 
presents the sample selection procedure. Section 
four presents descriptive statistics of the main 
variables and describes the multivariate results. 
Section five concludes the paper.

LITERATURE REVIEW AND  
HYPOTHESIS DEVELOPMENT

Information used by Financial Analysts

Early studies on financial analysts try to deter-
mine what information sell-side analysts use in 
predicting stock prices and in forecasting ac-
counting information, and how the quality of 
the information provided by firms affects the 
products offered by these market participants. 
Applying various research methodologies, sev-
eral authors conclude that one of the primary 
sources of information that financial analysts 
use to develop their earnings forecasts and stock 
recommendations is the firm’s financial state-
ments. For example, using survey methodology, 
the Financial Executives Research Foundation 
(FERF, 1987) finds that the five most common-
ly used sources of information are the company 
annual report, SEC form 10-K, the company 
quarterly report, other analysts and profession-
als, and company management.

Other studies extensively analyze analysts’ re-
ports. For example, Previts et al. (1994), us-
ing content analysis to count words and short 
phrases in the text of 479 analyst reports, find 
that analysts base their recommendations on 
an evaluation of company income, emphasiz-
ing core earnings and earnings variability, and 
considering firms’ competitive position and 
management strategy. Rogers and Grant (1997) 
studying the content of 187 sell-side analysts 
reports find that earnings are more important 
than balance sheet and cash flow statement in-
formation, and that the MD&A section of the 
firms’ annual report is important in terms of the 
information cited in analysts’ reports.

Several studies rely on archival data to analyze 
the information used by analysts. These studies 
find that management communication in the 
form of earnings guidance, annual published 
information, press releases, proxy statements, 

investor relations, and conference calls have an 
impact on the number of analysts following a 
firm, the accuracy of the analysts’ earnings fore-
casts, and the volatility of these forecasts (Bar-
ron, Kile, and O’Keefe, 1999; Bowen, Davis, 
and Matsumoto 2002; Lang and Lundholm, 
1996; Williams, 1996). Hope (2003), analyz-
ing an international sample, concludes that the 
quality of the annual reports, measured by the 
Center for International Financial Analysis and 
Research1, is negatively correlated with the dis-
persion and error of analysts’ earnings forecasts.

The view of analysts as sophisticated informa-
tion intermediaries has been challenged by re-
cent studies that find that analysts do not use all 
information in past earnings, changes in earn-
ings, working capital accruals from most recent 
annual reports, and all the fundamental values 
reported by companies in forecasting earnings 
numbers (Abarbanell and Bushee, 1997; and 
Bradshaw, Richardson, and Sloan, 2001). In ad-
dition, it seems that analysts do not incorporate 
their own earnings forecasts into their stock 
recommendations (Bradshaw, 2004; and Ke 
and Yu, 2009). Thus, there is still uncertainty 
about what information financial analysts use 
and how the characteristics of this information 
affect the products they offer to market partici-
pants. Also, there is little evidence on how the 
quality of accounting numbers reported under 
different accounting standards are associated 
with the accuracy and dispersion of analysts’ 
earnings forecasts.

Earnings Attributes

The accounting literature identifies several de-
sired earnings attributes that have an impact on 
capital markets (Francis et al. 2004). These at-
tributes include persistence, predictability and 
smoothness. These values are usually calculated 
using only accounting information. Persistence 
in earnings is viewed as a measure of the sustain-
ability of a firm’s earnings. Persistent earnings 
numbers might be perceived by investors and 
analysts as more permanent and thus less tran-
sitory, which would be more useful for analysts 
given that they usually rely on ratios, such as 
price to earnings, to map their forecasts in stock 
recommendations (Bradshaw, 2004). As recog-
nized by Shipper and Vincent (2003), earnings 
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persistence is a function of the accounting stan-
dards, the reporting business model, the operat-
ing environment and management discretion. 
Even when management cannot exercise discre-
tion over reported earnings, they can exercise 
discretion over firms’ disclosure quality, pos-
sibly making it more difficult for investors and 
analysts to understand the implications of cur-
rent earnings for future performance. For ex-
ample, Li (2008) finds that the profits of firms 
with annual reports that are easier to read are 
more persistent.

The FASB Concepts Statements No. 2 includes 
predictability as a relevant element, which is de-
fined as the ability of earnings to predict future 
earnings. This characteristic seems to be valued 
by market participants, especially financial ana-
lysts who forecast earnings and stock prices and 
make stock recommendations. Firms with less 
predictable earnings have a higher information 
asymmetry and enjoy a higher cost of equity 
and debt. Affleck-Graves, Callahan, and Chi-
palkatti (2002) provide evidence that the cost of 
equity capital is lower for NASDAQ stocks with 
higher earnings predictability than for firms 
with lower earnings predictability. Crabtree and 
Maher (2005) find that firms’ earnings predict-
ability is significantly negatively associated with 
the offering yield of the firm’s debt issues and 
positively associated with its bond ratings.

Smoothness is another desirable property of 
earnings. Graham, Harvey, and Rajgopal (2005) 
find that the vast majority of CFOs prefer to 
report smooth earnings and to hold cash flows 
constant because of the perception of lower risk, 
the lower cost of equity and debt, and the im-
proved predictability of earnings by analysts. 
Francis et al. (2004) argue that managers might 
use their private information about the future 
to smooth out transitory components of earn-
ings and therefore achieve more useful earn-
ings numbers. However, managers can use their 
discretion and make earnings numbers noisier 
in their attempt to smooth them. Looking for 
some empirical evidence on this issue, Tucker 
and Zarowin (2006) find that income smooth-
ing improves the informativeness of past and 
current earnings about future earnings. Conse-
quently, analysts might find earnings smooth-
ing helpful in forecasting accounting numbers.

Given that earnings values are inputs in the ana-
lysts’ production process, earnings characteris-
tics might have an impact on the properties of 
analysts’ final outcomes, namely the accuracy 
and dispersion of their earnings forecasts. In ad-
dition, financial analysts might help us under-
stand the value of earnings numbers reported 
under different accounting standards.

Analysts’ Earnings Forecast Properties 
And Their Relation With  
Earnings Attributes

Financial analysts are viewed as a sophisticated 
group of market participants who process all 
available information in order to forecast ac-
counting data and to offer stock price targets 
and stock recommendations. Several papers 
analyze the determinants of the accuracy and 
dispersion of earnings forecasts. For example, 
Lang and Lundholm (1996) find that analysts’ 
forecasts are more accurate, less dispersed, and 
exhibit less volatile revisions for larger firms and 
for firms with small earnings surprises. Hwang, 
Jan, and Basu (1996) find that analysts’ earn-
ings forecasts are less accurate for loss-reporting 
firms. Forecast dispersion is usually used as a 
proxy for investors’ uncertainty. The literature 
finds that analysts’ earnings forecast dispersion 
decreases following earnings announcements 
and that it increases following the implementa-
tion of the Fair Disclosure Regulation in 2000 
(Bailey, Li, Mao and Zhong, 2003). There is also 
evidence that audit quality affects the accuracy 
and volatility of analysts’ short-term earnings 
forecasts. Behn, Choi, and Kang (2008) report 
higher accuracy and lower volatility of one-year-
ahead analysts’ earnings forecasts for firms au-
dited by the Big 5 audit firms. They argue that 
the quality of financial information has a posi-
tive impact on the quality of analysts’ forecasts.

Several studies examine the impact of individual 
earnings characteristics on the accuracy of ana-
lysts’ earnings forecasts. Kross, Ro, and Schro-
eder (1990) report that the accuracy of analysts’ 
earnings forecasts is inversely related to earnings 
volatility. Eames and Glover (2003) document a 
positive association between earnings levels and 
both forecast errors and earnings predictability. 
Reinforcing the finding of Sloan (1996) that in-
vestors fail to recognize the implication of cash 
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flow and accruals for future earnings, Bradshaw 
et al. (2001) find that analysts’ earnings forecast 
errors are negatively related to the magnitude of 
accruals. They suggest that accrual quality af-
fects the accuracy of earnings forecasts because 
analysts do not fully understand the decline in 
earnings associated with higher levels of accru-
als. Taken together, the literature documents 
that earnings attributes have an impact on the 
properties of analysts’ forecasts. Analysts’ fore-
casting ability increases with the quality of fi-
nancial information they use to predict future 
earnings, which might help us understand the 
value and informativeness of different account-
ing standards. The more the historical earnings 
information contains desirable earnings attri-
butes, the more likely it is that analysts will is-
sue accurate forecasts. Moreover, the more the 
historical earnings information contains desir-
able earnings attributes, the less likely it is that 
analysts will diverge in their opinion about fu-
ture earnings.

The impact of the implementation of 
IFRS on capital markets

On July 19, 2002, the European Union (EU) 
parliament passed a regulation that requires all 
companies listed in the EU, beginning on Janu-
ary 1, 2005, to report financial statements under 
IFRS. The main purpose of the implementation 
of IFRS in Europe was to promote transparency 
and comparability, thus improving the overall 
quality of the firms’ financial information. Sev-
eral studies have analyzed the changes in the 
quality of financial reporting and the capital 
market consequences after the implementation 
of IFRS. Barth et al. (2008), based on inferences 
on a sample of firms in 21 countries that vol-
untarily reported under the International Ac-
counting Standards (IAS)2 between 1993 and 
2003, find that those firms display less earnings 
smoothing, less earnings managing toward tar-
gets, more timely loss recognition, and more rel-
evant accounting numbers, compared to match-
ing non-US firms. Li (2010) finds that after the 
mandatory adoption of IFRS in 2005, manda-
tory adopters show a significant reduction in 
their cost of equity. The author identifies two 
channels through which mandatory adoption 
reduces the cost of capital: enhanced disclosure 

and enhanced comparability, consistent with 
the arguments used by the proponents of IFRS.

Several authors have studied the impact of the 
voluntary and mandatory adoption of IFRS on 
financial analysts. Hope (2003) finds that ana-
lysts’ forecast accuracy is positively related to 
the level of annual report disclosure for firms 
in more than 23 countries, and this relation is 
especially strong in countries with high lev-
els of law enforcement. Ashbaugh and Pincus 
(2001) investigate the impact of the differences 
in countries’ accounting standards on the ana-
lysts’ earnings forecasts accuracy by studying a 
sample of voluntary IFRS adopters before and 
after they adopted IAS. They find a decrease in 
analysts’ earnings forecast errors after the adop-
tion of IAS. They conclude that the financial 
information became more predictable after the 
adoption of IAS. In a similar spirit, Brown et 
al. (2009) find that the dispersion of analysts’ 
earnings forecasts declined since the mandatory 
adoption of IFRS in the European Union. They 
conclude that their finding supports the idea of 
an increase in the overall quality of financial re-
porting following the adoption of IFRS.

IFRS are viewed as more principle-based ac-
counting standards, in contrast to many local 
standards (including the US GAAP) that are 
rule-based systems (Leone, 2008). As discussed 
by Atwood, Drake, Myers, and Myers (2010), if 
managers use the increased reporting flexibility 
under IFRS to convey private information and 
if the quality and comparability of financial 
statements are greater for firms reporting under 
IFRS, sell-side analysts might find their finan-
cial statements more informative about future 
cash flows. Consequently, I expect to observe 
a stronger association between earnings at-
tributes and the accuracy of analysts’ earnings 
forecasts. In addition, if the introduction of the 
IFRS improves the overall quality of financial 
information and reduces information asym-
metries, I expect to observe a more pronounced 
association between analysts’ earnings forecast 
dispersion and earnings attributes for the set of 
firms reporting under IFRS. Therefore, my first 
two hypotheses are stated as follows:

Hypothesis 1: Firms with higher quality 
earnings attributes (more earnings 
persistence, more smoothness, and 
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more predictability) have more ac-
curate analysts’ earnings forecasts. 
The association is stronger for firms 
reporting under IFRS than for 
firms reporting under US GAAP or 
ODAS.

Hypothesis 2: Firms with higher quality 
earnings attributes (more earnings 
persistence, more smoothness, and 
more predictability) have less dis-
persed analysts’ earnings forecasts. 
The association is stronger for firms 
reporting under IFRS than for 
firms reporting under US GAAP or 
ODAS.

Several studies find that the impact of the im-
plementation of IFRS depends on the coun-
try’s institutional quality (Ball, Robin and Wu, 
2003 and Li 2010) and not only on the quality 
of the accounting standards. This pattern sug-
gests that, for firms reporting under IFRS, the 
association between earnings attributes and the 
properties of analysts’ earnings forecasts would 
be stronger (or only evident) in countries with 
high levels of legal enforcement.

Hypothesis 3. For firms reporting under IFRS, 
the association between earnings attributes and 
the accuracy and dispersion of analysts’ earn-
ings forecasts is stronger in countries with high 
levels of legal enforcement.

 RESEARCH DESIGN AND  
SAMPLE SELECTION

Earnings Attributes Measures

I use measures developed in previous studies to 
calculate all three earnings attributes. Follow-
ing Francis et al. (2004), I measure earnings 
persistence as the slope coefficient of an autore-
gressive time series model of earnings of order 
one (AR1):

EBIXit = β0t + β1t EBIXit-4+ υit (1)

Where

EBIXit = Firm i’s earnings before extraordi-
nary items in quarter t.

EBIXit-4 = Firm i’s earnings before extraor-
dinary items in quarter t-4.

Both values are scaled by the firm’s market value 
at quarter t-4.

For each firm-quarter observation in my sample, 
I estimate Equation (1) using a rolling twelve-
quarter window.3 The estimated coefficient β1t 
is my measure of earnings persistence:

Persistenceit = β1t.(2)

Values closer to 0 indicate less persistence in 
the time series of the firm’s earnings, and values 
closer to 1 indicate highly persistent earnings.

Using Equation (1) and based on Lipe (1990), I 
define the earnings predictability as the negative 
value of the standard deviation of firm-quarter 
specific residuals over twelve quarters.

Predictabilityit =–SD (υi time),time = t-12, 
t-11,…, t.(3)

I multiply the value of predictability by -1 so 
that more positive values of predictabilityit im-
ply more predictable earnings.

Based on Leuz et al. (2003), I calculate, us-
ing a rolling twelve-quarter window, earnings 
smoothness as the negative value of firm i’s stan-
dard deviation of net income before extraordi-
nary items (divided by the firm’s market value 
at the beginning of the period) divided by the 
standard deviation of cash flow from operations 
(divided by the firm’s market value at the begin-
ning of the period).

Smoothnessit = –SD (EBIX i time) / SD (CFO i time) ;  
	 time = t -12, t – 11, ….. ,t	 (4)

Where:

EBIXit = Firm i’s earnings before extraordi-
nary items in quarter t.

CFOit = Firm i’s cash flow from operations 
items in quarter t.

Both values are scaled by the firm’s market value 
at quarter t-4. I multiply the value of smooth-
ness by -1 so that larger values of smoothnessit 
imply smoother earnings.

Analysts forecast properties

I also follow the previous literature in measur-
ing the properties of analysts’ forecasts. I mea-
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sure the analysts’ accuracy as the negative value 
of the absolute forecast error:

Accuracyit = –| Actualit  – Forecastit | / Priceit        	 (5)   

Where:

Actualit = Firm i’s actual value of earnings 
per share in quarter t.

Forecastit = the consensus (median) forecast 
value of earnings per share for firm i in quar-
ter t.

I scale the accuracy measure by the stock price 
at the end of the period. I define the analysts’ 
forecast dispersion as the negative value of the 
standard deviation of all analysts’ earnings per 
share forecasts issued for firm i in quarter t:

Dispersionit = - SD (Forecastsit) / Priceit 	 (6)

I multiply the forecast characteristics by nega-
tive one so that more positive values indicate 
that the analysts’ forecasts are more accurate 
and less dispersed.

To test whether earnings attributes are associ-
ated with the properties of analysts’ earnings 
forecasts under IFRS, US GAPP and ODAS, 
I estimate the coefficients of the following two 
equations using OLS regression for each group 
separately4:

Accuracy it = α0 + α1 Attributeit + α2 Horizonit 
+ α3 Num_Ait+ α4 Lossit+ α5 Sizeit + εit (7)

Dispersionit = β0+ β1 Attributeit + β3 Std_
Horizonit + β2 Sizeit + β4 Lossit + εit(8)

where

Attributeit = { Persistenceit, Predictabilityit, 
Smoothnessit }

Num_Ait= Number of analysts issuing a 
forecast for firm i in quarter t.

Horizonit= Average number of calendar 
days between the forecast announcement 
date and subsequent earnings announcement 
for all analysts’ forecasts.

Std_horizonit = Standard deviation of the 
number of calendar days between the fore-
cast announcement date and the next earn-
ings announcement for all analysts’ forecasts.

Sizeit = logarithm of firm i’s total assets in 
quarter t.

Lossit = 1 if firm i reports a loss in quarter t, 
0 otherwise.

I control for the firm size, the average horizon 
of the forecasts, the number of analysts fol-
lowing the firm, and whether the firm reports 
a loss or not. Lang and Lundholm (1996) find 
that larger firms and firms with more analysts 
following them have more accurate analysts’ 
forecasts. Therefore, I include size, measured as 
the logarithm of the total assets, and Num_A, 
measured as the number of analysts issuing a 
forecast for the firm, as control variables. Brown 
(2001) finds that forecasts announced closer 
to the actual earnings announcement date are 
more accurate than forecasts issued earlier. For 
that reason, I include the average number of cal-
endar days between the forecast announcement 
date and the next earnings announcement date. 
Hwang et al. (1996) find that analysts’ forecasts 
for firms with losses are less accurate. In con-
sequence, I include a dummy variable (Loss), 
which takes the value of 1 if the firm-quarter ob-
servation corresponds to a firm reporting losses 
in quarter t. I include country and year fixed 
effects to control for possible country and time 
differences that might affect the association be-
tween earnings attributes and analysts’ forecast 
properties.

To test whether the country’s enforcement 
level impacts the association between earnings 
attributes and the properties of analysts’ earn-
ings forecasts for firms reporting under IFRS, 
I divided this group of firms into two subsam-
ples, firms incorporated in countries with high 
and low levels of legal enforcement based on 
the scores of Rule of Law, Control of Corrup-
tion, and Regulatory Quality computed by the 
World Bank (Kaufman et al. 2009). The results 
are qualitatively similar if I use the average score 
of the efficiency of the Judicial System, Rule 
of Law, and Corruption from La Porta (1998). 
Kaufman et al. (2009) define Regulatory Qual-
ity as a variable “capturing perceptions of the 
ability of the government to formulate and im-
plement sound policies and regulations that per-
mit and promote private sector development.” 
Rule of Law is defined as a variable “capturing 
perceptions of the extent to which agents have 
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confidence in and abide by the rules of society, 
and in particular the quality of contract en-
forcement, property rights, the police, and the 
courts, as well as the likelihood of crime and 
violence.” Control of Corruption is defined as a 
variable “capturing perceptions of the extent to 
which public power is exercise for private gain, 
including both petty and grand forms of cor-
ruption, as well as capture of the state by elites 
and private interests.” The indicators are based 
on several hundred individual variables drawn 
from 35 separate data sources constructed by 33 
different organizations around the world.

I rerun models 7 and 8 for the two subsamples. 
If the association between earnings attributes 
and the properties of analysts’ forecasts is stron-
ger for firms in countries with high levels of 
enforcement, I expect that the coefficients α1 
and β1 will be more positive for firms in coun-
tries with high levels of legal enforcement. The 
countries in the high enforcement group are 
Finland, Denmark, Luxembourg, Norway, the 
Netherlands, the Czech Republic, Austria and 
Sweden. The countries in the low enforcement 
group are Poland, Italy, Greece, Portugal, Spain, 
France, Belgium, and Hungary. Germany and 
Great Britain are in the middle of the classifi-
cation list, so I delete all firms incorporated in 
these countries.

Sample selection

I select all firms with at least one-quarter-ahead 
analysts’ earnings forecasts, from 2006 to 2009, 
from IBES database. I impose the following 
restrictions: i) all firms must have sufficient 
accounting data from Compustat Industrial/
Commercial and Compustat Global to calcu-
late earnings attributes; ii) the forecast must be 
issued at least 90 days before the earnings an-
nouncement date; and iii) I delete all observa-
tions that changed accounting standard during 
the sample period. Following Daske, Heil, Leuz 
and Verdi (2009), I classify a firm as part of the 
IFRS group if its accounting standard code in 
Compustat Global is DI, DA or DT. All US 
firms in the Compustat Industrial/Commercial 
file are classified in the US GAAP group. I clas-
sified a firm as part of the ODAS group if its ac-
counting standard code is DD, DO, DS, DR or 
MI in Compustat Global.

Panel A of Table 1 presents the sample distri-
bution by year and accounting standard group. 
The final sample consists of 4,944 firm-quarter 
observations reporting under IFRS, 28,460 
firm-quarter observations reporting under US 
GAAP and 1,658 firm-quarter observations re-

Table 1 
Sample Distribution by Year, Accounting 
Standard and Country of Incorporation
Panel A:  
Distribution of the observations by year and 
accounting standard

  Observations under
Year IFRS US GAAP ODAS

2006 199 7,418 115
2007 1,399 7,434 422
2008 1,788 7,526 500
2009 1,558 6,082 532
Total 4,944 28,460 1,658
Panel B: 
Distribution of the observations by country

IFRS sample ODAS sample
Country N Country N

AUT 116 BRA 402
BEL 92 CHL 25
CHE 93 CHN 377
DEU 1,046 IDN 144
DNK 218 IND 112
ESP 252 MEX 206
FIN 797 MYS 41
FRA 112 PHL 27
GBR 178 SGP 119
GRC 91 THA 205
HUN 27 Total 1,658
ITA 153
LUX 32
NLD 163
NOR 605
POL 26
PRT 61
SWE 882
Total 4,944
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Table 2 
Descriptive statistics by accounting standard

Panel A: Firms reporting under US GAAP
Variable 1st Quartile Mean Median 3rd Quartile Std Dev
Persistence -0.043 0.375 0.316 0.835 0.733
Predictability -0.242 -0.267 -0.109 -0.482 0.495
Smoothness -0.683 -0.485 -0.403 -0.232 0.321
Accuracy -0.006 -0.009 -0.002 0.001 0.023
Dispersion -0.003 -0.004 -0.001 0.001 0.007
Size 5.539 6.774 6.708 7.903 1.773
Loss 0.000 0.281 0.000 1.000 0.448
Panel B: Firms reporting under IFRS
Variable 1st Quartile Mean Median 3rd Quartile Std Dev
Persistence -0.049 0.359 0.339 0.806 0.695
Predictability -0.022 -0.194 -0.119 -0.510 0.024
Smoothness -0.434 -0.312 -0.230 -0.118 0.257
Accuracy -0.011 -0.020 -0.003 -0.001 0.063
Dispersion -0.007 -0.011 -0.003 -0.001 0.032
Size 6.156 7.576 7.572 9.038 2.042
Loss 0.000 0.209 0.000 0.000 0.407
Panel C: Firms reporting under ODAS
Variable 1st Quartile Mean Median 3rd Quartile Std Dev
Persistence 0.063 0.506 0.485 0.941 0.674
Predictability -0.175 -0.157 -0.189 -0.433 0.214
Smoothness -0.472 -0.337 -0.283 -0.142 0.247
Accuracy -0.008 -0.013 -0.003 -0.001 0.032
Dispersion -0.005 -0.012 -0.003 -0.001 0.056
Size 8.554 10.358 9.613 11.325 2.665
Loss 0.0000 0.084 0.000 0.000 0.278

Panel D: Test of the Differences in Mean Values
IFRS vs. US GAAP IFRS vs. ODAS US GAAP vs. ODAS

Mean Values Mean Values Mean Values

  IFRS
US 

GAAP Diff IFRS ODAS Diff
US 

GAAP ODAS Diff

Persistence 0.359 0.375 -0.016   0.359 0.506 -0.147 ** 0.375 0.506 -0.132 ***
Predictability -0.194 -0.267 0.073 *** -0.194 -0.157 -0.037 ** -0.267 -0.157 -0.110 **
Smoothness -0.312 -0.485 0.173 *** -0.312 -0.337 0.025 * -0.485 -0.337 -0.148 **
Accuracy -0.020 -0.009 -0.011 *** -0.020 -0.013 -0.007 *** -0.009 -0.013 0.004 *
Dispersion -0.012 -0.004 -0.008 *** -0.012 -0.013 0.001   -0.004 -0.013 0.009  **

***, **, and * denote significance at 1%, 5% and 10% respectively
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porting under ODAS. Panel B of Table 1 pres-
ents the distribution of the IFRS and ODAS 
samples by country.

Almost half of the observations in the IFRS 
group are from Germany, Finland, Norway 
and Sweden. Brazil and China are the countries 
with the most observations in the ODAS group.

DESCRIPTIVE STATISTICS AND  
RESULTS

Table 2 presents the descriptive statistics by 
group. Panel A presents the results for the US 
GAAP group, Panel B presents the results for 
the IFRS group and Panel C presents the results 
for the ODAS group. The mean values of persis-
tence, predictability and smoothness are 0.375, 

-0.267 and -0.485 for the US GAAP group, 
0.359, -0.194 and -0.312 for the IFRS group and 
0.506, -0.157 and -0.337 for the ODAS group, 
respectively.5 Panel D presents the test of statisti-
cal differences in the mean values. There is evi-
dence that earnings are equally persistent under 
IFRS and US GAAP, consistent with the find-
ings of Atwood et al. (2010), but it seems that 
earnings are more persistent under ODAS than 
under IFRS. There is also evidence that earnings 
are more predictable and smoother for firms re-
porting under IFRS than those reporting under 
US GAAP.

To obtain some initial evidence about the asso-
ciation between earnings attributes and the ac-
curacy and dispersion of analysts’ earnings fore-
casts, Table 3 presents the Pearson correlation 

Table 3 
Correlation matrix

Panel A: Firms reporting under US GAAP

  Persistence Predictability Smoothness Accuracy Dispersion

Persistence 1.00 0.11 0.01 -0.01 0.02
Predictability   1.00 0.34 0.14 0.17
Smoothness   1.00 0.06 0.08
Accuracy   1.00 0.66
Dispersion         1.00

Panel B: Firms reporting under IFRS

  Persistence Predictability Smoothness Accuracy Dispersion

Persistence 1.00 0.13 0.15 0.01 0.04
Predictability 1.00 0.34 0.18 0.22
Smoothness 1.00 0.18 0.20
Accuracy 1.00 0.64
Dispersion         1.00

Panel C: Firms reporting under ODAS

  Persistence Predictability Smoothness Accuracy Dispersion

Persistence 1.00 0.20 -0.04 0.02 0.03
Predictability   1.00 0.37 0.18 0.06
Smoothness   1.00 0.03 0.01
Accuracy   1.00 0.64
Dispersion         1.00
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matrix among the main variables in the analysis. 
I find that all earnings attributes are positively 
associated with analysts’ earnings forecast ac-
curacy and dispersion. Higher quality of earn-
ings numbers is associated with more accurate 
and less dispersed analysts’ forecasts under US 
GAAP, IFRS and ODAS. For example, the cor-
relation between earnings predictability and 
forecasts’ accuracy (dispersion) is 0.14 (0.17) for 
firms reporting under US GAAP, 0.18 (0.22) for 
firms reporting under IFRS and 0.18 (0.06) for 
the subsample of firms reporting under ODAS. 
The association between earnings attributes and 
analysts’ forecast properties appears to be stron-
ger for the IFRS subsample of firms.

In order to control for other variables that might 
affect earnings forecasts’ accuracy, Panel A of 

Table 4 presents the results of the regression of 
the accuracy of analysts’ earnings forecasts on 
the properties of earnings numbers and other 
control variables for firms reporting under US 
GAAP, IFRS and ODAS. For firms reporting 
under IFRS, the coefficients of earnings persis-
tence and predictability are positive and statisti-
cally significant (0.036, p-value<0.10 and 0.423, 
p-value<0.01, respectively). For firms reporting 
under US GAAP, the coefficients of earnings 
predictability and smoothness are positive and 
statistically significant (0.092, p-value<0.01, 
0.002, p-value < 0.001, respectively). For firms 
reporting under ODAS, the coefficient of earn-
ings predictability is positive and statistically 
significant (0.255, p-value<0.01). Predictability 
is the dominant earnings attribute in each case. 

Table 4 
Regression results on the jointly impact of earnings attribute on  

earnings forecast accuracy by accounting standard
Panel A

IFRS US GAAP ODAS

Coeff t-statistic Coeff t-statistic Coeff t-statistic

Intercept -0.035 -3.47 *** -0.024 - 7.74 *** -0.018 -2.54 **
Persistence 0.036  1.52 * -0.004 -1.17   0.007 0.34  
Predictability 0.423  5.17 *** 0.092 8.00 *** 0.255 2.62 ***
Smoothness -0.005 - 0.93   0.002 2.94 *** 0.002 0.43  
Horizon -0.001 -1.67 ** 0.001 2.49 *** -0.001 -1.15  
Num_A 0.001  0.94   -0.001 -5.39 *** 0.001 1.00  
Size 0.005  4.43 *** 0.003 19.49 *** 0.001 1.92 **
Loss -0.022 -6.79 *** -0.008 -17.46 *** -0.034 -5.17 ***
Country Fixed Effect Yes     No     Yes    
Year Fix effect Yes     Yes     Yes    
N 4,944     28,460     1,658    
Adj_R2 0.257     0.204     0.190    

Panel B

Test of the differences
  IFRS vs. US GAPP  IFRS vs. ODAS    US GAAP vs. ODAS   
  Diff   Diff   Diff  
Predictability 0.331 *** 0.168 *** -0.163 ***
***, **, and * denote significance at 1%, 5% and 10% respectively, t-stat are calculated using robust 
standard errors clustered by firm.
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As previously documented, larger firms have 
more accurate earnings forecasts, and firms that 
report losses in the quarter present less accurate 
earnings forecasts. Panel B presents the test of 
differences on the coefficients of earnings pre-
dictability between groups. It shows that the 
coefficient of earnings predictability is larger 
for firms reporting under IFRS than for firms 
reporting under US GAAP or ODAS. The dif-
ferences (0.331, p-value<0.001 and 0.168, p-val-
ue<0.001) are statistically significant. Analyz-
ing the marginal effects, I find that one standard 
deviation increase in earnings predictability in-
creases forecast accuracy by 0.15, 0.18 and 0.12 
standard deviations for the US GAAP, IFRS 
and ODAS firms, respectively.

Table 5 presents the results of the regression of 
the dispersion of analysts’ earnings forecasts on 
the properties of earnings numbers for firms re-
porting accounting information under IFRS, 
US GAAP and ODAS. The coefficients of 

earnings predictability are positive and statis-
tically significant (0.159, p-value<0.01, 0.032, 
p-value<0.01, and 0.129, p-value<0.10, respec-
tively). Predictability is the dominant earnings 
attribute in each case. As expected, larger firms 
have less dispersed earnings forecasts, and firms 
that report losses in the quarter present more 
dispersed earnings forecasts for the three groups 
of firms. Panel B presents the test of differences 
on the coefficients of earnings predictability 
between groups. It shows that the association 
between analysts’ earnings forecast dispersion 
and earnings predictability is stronger for firms 
reporting under IFRS than for firms reporting 
under US GAAP or ODAS. The differences in 
the coefficients (0.127, p-value<0.001 and 0.030, 
p-value<0.05) are statistically significant. In ad-
dition, the dispersion of analysts’ earnings fore-
casts is more highly associated with earnings 
predictability for firms reporting under ODAS 
than for firms reporting under US GAAP. Ana-
lyzing the marginal effects, I find that one stan-

Table 5 
Regression results on the impact of earnings attribute on  

earnings forecast dispersion by accounting standard
Panel A

IFRS US GAAP ODAS
Coeff t-statistic Sig. Coeff t-statistic Sig. Coeff t-statistic Sig.

Intercept -0.012 -2.06 ** -0.008 -8.31 ***  0.005  1.60  
Persistence  0.003  0.35   -0.001 -0.52    0.009  1.31  
Predictability  0.159  2.43 ***  0.032 7.48 ***  0.129  1.68 *
Smoothness  0.001  0.31    0.001 2.74 ***  0.009  0.81  
Std_Horizon -0.001 -0.68    0.001 9.94 *** -0.001  1.22  
Size  0.002  2.95 ***  0.001 17.69 *** -0.003 -0.83  
Loss -0.015 -7.08 *** -0.004 -19.94 *** -0.044 -3.03 ***
Country Fixed Effect Yes     No     Yes    
Year Fix effect Yes     Yes     Yes    
N 3,114     23,674     427    
Adj_R2 0.309     0.258      0.156    

Panel B: Test of the differences
  IFRS vs. US GAPP IFRS vs. ODAS US GAPP vs. ODAS
  Diff Diff Diff
Predictability 0.127 *** 0.030 ** -0.097 **
***, **, and * denote significance at 1%, 5% and 10% respectively, t-stat are calculated using robust 
standard errors clustered by firm.



Earnings Attributes and the Properties of Analysts’ Forecasts: 

International Journal of the Academic Business World 75

dard deviation increase in earnings predictabili-
ty increases analysts’ forecast dispersion by 0.09, 
0.12 and 0.07 standard deviations for the US 
GAAP, IFRS and ODAS firms, respectively.6

Overall, these results support the hypotheses 
that financial statements reported under IFRS 
provide more information about firms’ future 
prospects and therefore, the association be-
tween the accuracy and dispersion of analysts’ 
earnings forecasts and earnings predictability is 
stronger for this subset of firms.

Table 6 shows the results of the regression of the 
accuracy of analysts’ earnings forecasts on earn-
ings attributes for firms reporting under IFRS 
and incorporated in countries with high and 
low levels of legal enforcement. It shows that 
the association between earnings predictability 

and analysts forecast accuracy is stronger for 
firms based in countries with high levels of legal 
enforcement (0.519, p-value<0.001 vs. 0.197, p-
value<0.001). The difference in the coefficients 
is statistically significant.

The results of the regression of the dispersion 
of analysts’ earnings forecasts on earnings attri-
butes for firms reporting under IFRS and incor-
porated in countries with high and low levels of 
legal enforcement are presented in table 7. Firms 
incorporated in countries with high levels of le-
gal enforcement present a stronger association 
between earnings predictability and dispersion 
of analysts’ forecasts (0.238, p-value<0.001 vs. 
0.158, p-value<0.001). The difference in the co-
efficients is statistically significant.

Table 6 
Regression results on the joint impact of earnings attribute on  

earnings forecast accuracy by legal enforcement level for firms reporting under IFR

Panel A

IFRS

 High enforcement level Low enforcement level

Coeff t-statistic Sig. Coeff t-statistic  Sig.
Intercept -0.043 -3.12 *** -0.038 -1.92 **
Persistence  0.004  1.93 * -0.001 -0.23  
Predictability  0.519  4.78 ***  0.197  1.99 **
Smoothness -0.011 -1.46    0.002  0.39  
Horizon  0.001  0.34   -0.001 -0.22  
Num_A  0.001  2.56 ***  0.001  0.31  
Size  0.005  3.59 ***  0.003  1.62 *
Loss -0.022 -5.92 *** -0.015 -3.31 ***
Country Fixed Effect Yes Yes
Year Fix effect Yes Yes
N 2,906 814
Adj_R2 0.17 0.07

Panel B: Test of the differences

  Diff  
Predictability 0.322 ***
***, **, and * denote significance at 1%, 5% and 10% respectively, t-stat are calculated using robust 
standard errors clustered by firm.
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Overall, these results present evidence that the 
level of institutional quality plays an important 
role in the implementation of IFRS and in the 
association between earnings persistence and 
the accuracy and dispersion of analysts’ fore-
casts.

CONCLUSIONS

This study provides additional evidence for 
the debate over the benefits of adopting IFRS. 
Because the main purpose of IFRS is to en-
hance earnings quality and comparability, the 
products of financial analysts might provide 
an interesting setting to test whether financial 
statements reported under IFRS provide more 
information to the market. Even though I am 
not able to compare the association between 
analysts’ earnings forecasts and earnings attri-
butes before and after the IFRS implementation 
for firms incorporated in Europe because of data 

availability, my results show that the association 
between earnings attributes (especially earnings 
predictability) and the accuracy and disper-
sion of analysts’ earnings forecasts is stronger 
for firms reporting under IFRS than for firms 
reporting under US GAAP or ODAS. It seems 
that financial statements based on IFRS pro-
vide more information to an important group 
of market participants, sell-side analysts. More-
over, I find that, for firms reporting under IFRS, 
the association between earnings persistence 
and the properties of analysts’ earnings forecasts 
is stronger for firms incorporated in countries 
with high level of legal enforcement.
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NOTES

1.	 The Center for International Financial 
Analysis and Research (CIFAR) mea-
sures, on a scale from 0 to 100, firms’ 
disclosure levels based on the inclusion 
or exclusion of 85 annual report items 
and 20 accounting items.

2.	 For the ease of exposition, I will here-
after use “IFRS” to refer to both the 
International Accounting Standards 
(IAS) and the International Financial 
Reporting Standards (IFRS).

3.	 To compute earnings predictability, 
persistence and smoothness, I require 
all firms to have at least 10 observa-
tions in the last twelve quarters. I use 
data from Compustat and Compustat 
Global from 2003 to 2009.

4.	 Since my sample includes several obser-
vations per firm, I estimate t-statistics 
using standard errors clustered by firm.

5.	 To remove the influence of outliers, I 
winsorize all continuous variables at 
their 1st and 99th percentile  levels.

6.	 I also use the Principal Component 
Analysis (PCA) to summarize the three 
earnings attributes in one variable. For 
each group of firms, the first principal 
component (PC1) explains more than 
60% of the total variance observed 
in the three attributes. The weights 
assigned to earnings predictability, 
persistence and smoothness are 0.636, 
0.418 and 0.6481 for the US group 
of firms, 0.718, 0.2912 and 0.631 for 
the IFRS group, and 0.705, 0.228 and 
0.672 for the ODAS group. I include 

PC1 in the models 7 and 8, instead of 
the three attributes, and I find that the 
coefficient is larger for firms reporting 
under IFRS than for firms reporting 
under US GAAP and ODAS.
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JOINT CONFERENCE 
May 22nd, 23rd and 24th 2013 in  

Nashville, TN at the Holiday Inn Vanderbilt
Academic Business World  
International Conference  

(ABWIC.org) 

The aim of Academic Business World is to promote inclusiveness 
in research by offering a forum for the discussion of research in 
early stages as well as research that may differ from ‘traditional’ 
paradigms. We wish our conferences to have a reputation for 
providing a peer-reviewed venue that is open to the full range of 
researchers in business as well as reference disciplines within the 
social sciences.

Business Disciplines 

We encourage the submission of manuscripts, presentation out-
lines, and abstracts pertaining to any business or related discipline 
topic. We believe that all disciplines are interrelated and that look-
ing at our disciplines and how they relate to each other is prefer-
able to focusing only on our individual ‘silos of knowledge’. The 
ideal presentation would cross discipline. borders so as to be more 
relevant than a topic only of interest to a small subset of a single 
discipline. Of course, single domain topics are needed as well. 

Conferences

Academic Business World (ABW) sponsors an annual interna-
tional conference for the exchange of research ideas and practices 
within the traditional business disciplines. The aim of each Aca-
demic Business World conference is to provide a forum for the 
discussion of research within business and reference disciplines 
in the social sciences. A secondary but important objective of the 
conference is to encourage the cross pollination of disciplines by 
bringing together professors, from multiple countries and disci-
plines, for social and intellectual interaction. 

Prior to this year, the Academic Business World International 
Conference included a significant track in Learning and Admin-
istration. Because of increased interest in that Track, we have 
promoted Learning and Administration to a Conference in its 
own right. For the full call for papers and more information go to 
http://ABWIC.org and http://ICLAHE.org

International Conference on 
Learning and Administration in  

Higher Education 
(ICLAHE.org)

All too often learning takes a back seat to discipline related re-
search. The International Conference on Learning and Admin-
istration in Higher Education seeks to focus exclusively on all 
aspects of learning and administration in higher education.  We 
wish to bring together, a wide variety of individuals from all 
countries and all disciplines, for the purpose of exchanging ex-
periences, ideas, and research findings in the processes involved 
in learning and administration in the academic environment of 
higher education. 

We encourage the submission of manuscripts, presentation out-
lines, and abstracts in either of the following areas:

Learning 

We encourage the submission of manuscripts pertaining to ped-
agogical topics. We believe that much of the learning process is 
not discipline specific and that we can all benefit from looking 
at research and practices outside our own discipline. The ideal 
submission would take a general focus on learning rather than a 
discipline-specific perspective. For example, instead of focusing 
on “Motivating Students in Group Projects in Marketing Man-
agement”, you might broaden the perspective to “Motivating 
Students in Group Projects in Upper Division Courses” or simply 
“Motivating Students in Group Projects” The objective here is to 
share your work with the larger audience. 

Academic Administration 

We encourage the submission of manuscripts pertaining to the 
administration of academic units in colleges and universities. We 
believe that many of the challenges facing academic departments 
are not discipline specific and that learning how different depart-
ments address these challenges will be beneficial. The ideal paper 
would provide information that many administrators would find 
useful, regardless of their own disciplines 

Conferences

Prior to this year, Learning and Administration was a primary 
track of the annual Academic Business World International Con-
ference. Because of increased interest, we have promoted Learning 
and Administration from a Track to Conference in its own right. 
For the full call for papers and more information go to http://
ICLAHE.org and http://ABWIC.org.
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